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A Study of the Liquid-Vapor 
Phase Change of Mercury Based 
on Irreversible Thermodynamics 
The object of this work is to determine the transport coefficients which appear in linear 
irreversible-thermodynamic rate equations of a phase change. An experiment which 
involves the steady-state evaporation of mercury was performed to measure the principal 
transport coefficient appearing in the mass-rate equation and the coupling transport co
efficient appearing in both the mass-rate equation and the energy-rate equation. The 
principal transport coefficient a, usually termed the "condensation" or "evaporation" 
coefficient, is found to be approximately 0.9, which is higher than that measured pre
viously in condensation-of-mercury experiments. The experimental value of the 
coupling coefficient K does not agree with the value predicted from Schrage's kinetic 
analysis of the phase change, A modified kinetic analysis in which the Onsager re
ciprocal law and the conservation laws are invoked is presented which removes this dis
crepancy but which shows that the use of Schrage's equation for predicting mass rates of 
phase change is a good approximation. 

1 Introduction 

Be JORNHORST AND HATSOPOULOS [l]1 have presented an 
analysis of the liquid-vapor phase-change process based on the 
concepts of linear irreversible thermodynamics. The mass-rate 
equation from their analysis is 

J< = 
2a 

2 - o -
J. 

r2kLe/L^_\5T_5Pl 
\_RT \K + 1/ 2T P J w 

where J{ is the mass flux or rate of phase change, ST is the dif
ference between the temperature at the vapor side of the interface 
Tei and the temperature at the liquid side Tfi, 5P is the difference 
between the actual pressure at the interface P and the saturation 
pressure Ps corresponding to the temperature Tfi, R is the gas 
constant, h!g = hgi — hfi is the difference between the enthalpy 
of the vapor hgi and that of the Jiquid hfi at the interface, a is the 
principal mass-rate transport coefficient, and K is the coupling 
transport coefficient. The linear irreversible-thermodynamic 
energy-rate equation is 

Ju K -
K 

K + 
j h;A Ji 

LfST 
T T 

( 2 ) 

C o n d e n s a t e F i l m 

• B u l k F l o w o f C o n d e n s a b l e V a p o r 

y—Tempe r a t u r e P r o f i l e 

• — Tc» 
P = Pc@ Toe 

- J
u =

 h g i J i + iq'A>g 

— Nonequi I i br i um Region 

^ C o l d Wall 

Fig. 1 Condensation on a vertical wal l 

transport coefficient. The nomenclature is illustrated in Fig. 1 
for condensation on a vertical wall. The transport coefficients 
a, Lk, and K are thermodynamic properties which must be deter
mined from experiment. 

where / „ is the energy flux and Lk is the principal energy-i]ate 2 Pf6S6ilt lllV6Sti?3ti0ll 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOUBNAL OF HEAT TBANSFEK. Manuscript 
received by the Heat Transfer Division August 10, 1970. Paper No. 
72-HT-A. 

The purpose of this investigation is to measure transport co
efficients. Since it is difficult to measure all three coefficients 
[2], Lk, a, and K, we assume the kinetic-theory prediction of Lk 

and perform the experiment described in Sections 3 and 4 to ob
tain K and a. The validity of the kinetic-theory assumption 
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Fig. 2 Steady-stale evaporation 

is discussed in [2]. In the light of the experimental results ob
tained, a kinetic model of the phase change is developed which is 
consistent with the conservation laws, Onsager's reciprocal law, 
and experiment. 

No measurements of the coupling transport coefficient K have 
been reported for any fluid in the past. Moreover, most values 
of a reported in the literature have been measured for condensa
tion processes, whereas in the present work a is measured for an 
evaporation process. 

3 Steady-State Evaporation Experiment 
In general, phase-change processes result in a nonuniform tem

perature distribution in the vapor phase which is difficult to 
measure. For this reason an experiment termed the steady-state 
(ss) evaporation experiment has been devised in which the vapor 
temperature is uniform. 

A ss evaporation experiment, shown schematically in Fig. 2, 
is one in which liquid changes to the vapor phase at a constant 
rate by evaporation a t the liquid-vapor interface with the ab
sence of boiling, and in which the heat transfer necessary for 
evaporation is supplied solely from the liquid side of the interface. 
There is no heat transfer to the vapor. For such a situation the 
vapor temperature far from the interface will eventually reach 
some uniform value. I t can be shown [1] from first-law con
siderations that the vapor temperature will be uniform up to the 
interface. I t follows tha t for ss evaporation equation (2) reduces 
to 

K 2h, y + 
K + 1 RT 7 + 

i r_2ii/2 j ^ _ rsri 
i ITBJ TS^ lit 1 

(3) 

where 7.is the specific heat ratio and Lk is replaced by its kinetic-
theory value. Equation (1), except for the subscript ss on Jit 

ST, and SP, remains the same. The quantities needed from the 
experiment to evaluate K and <r are thus (Jt)M, Tfi, Tgi, and P. 

cooling water 

f/acuunT] 
fr'ump A_J®-' 

To Laboratory Mercury 
Exhaust System Vapor Absorb 

ouples 

Fig. 3 Flow diagram of experiment 

Experimental Apparatus 
A flow diagram of the ss evaporation experimental apparatus is 

sketched in Fig. 3. Fig. 4 contains a drawing of the test section. 
Evaporation takes place at the surface of a thin layer of liquid 
mercury on the nickel block, the necessary heat being supplied by 
electrical heaters placed in the nickel. To obtain the liquid inter
face temperature Tfi, a least-squares straight line is fitted through 
the temperature measurements made in the nickel heating block 
where the temperature profile is approximately a straight line.-
This line is then linearly extrapolated through the liquid, taking 
into account the differences in thermal conductivity. To ex
trapolate it is necessary to know the depth of the liquid layer. 
The liquid depth is determined by measuring the displacement of 
a needle-like probe when it is moved from the solid nickel surface 
to the liquid surface by means of micrometer heads. 

Nickel was chosen as the material for the heating block because 
mercury wets nickel. I t is necessary to have a wettable surface 
if a thin film of liquid is to be realized; also the wetting minimizes 
any contact resistance which may exist a t the solid-liquid inter
face. 

I t is desirable to have a thin layer of liquid so tha t any error in 
the extrapolation which may resul t i rom a nonlinear temperature 
profile in the liquid will be minimized. Also, a thin layer 
minimizes the possibility of convection. Finally, a thin layer of 
liquid will minimize the possibility of having active nucleation 
sites for boiling by reducing the superheat at the nickel surface. 

I t should be noted tha t there is a means of having a liquid flow 
rate into the test section which is greater than tha t evaporated. 
This excess flow rate is termed the overflow. The reason for in
corporating the overflow is to provide some means of keeping the 
liquid surface clean. 

The temperature in the vapor Tg is measured by thermocouples 
at various locations and orientations, as is shown in Fig. 4. 

The thermocouples are copper-constantan enclosed in stain
less steel sheaths. They were calibrated against a standard 
platinum resistance thermometer. 

The rate of evaporation /,• is determined from the heat transfer 
to the liquid (which is given by the temperature gradient and 
conductivity in the nickel) divided by the latent heat htg. A 
means of checking this is by taking the difference between the 
supply and overflow rate of liquid mercury. 

•Nomenclature-

h 

Ju 

K 

specific enthalpy 
h„. h [-fi 

mass flux 
energy flux 
P/VTTRT)1/* 

coupling transport coefficient 
principal energy-rate transport co

efficient 

P = pressure 
R = gas constant 
T = temperature 
U = related to K, see equation (4) 

8P = P - Ps(Tfi) 
ST = T,i - Tti 

7 = specific heat ratio 
cr = principal mass-rate transport co

efficient or condensation 
evaporation) coefficient 

Subscripts 

/ = liquid 
g = vapor 
i = liquid-vapor interface 
s = saturation condition 

ss = steady state 

(or 
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Fig. 4 Drawing of lest section 

o U/v-
0.010 0.015 v 0 . 0 2 6 

P , atmospheres 

Fig. 5 Principal mass-rate transport coefficient <7 versus pressure Ps for 
steady-state evaporation experiment 

The pressure in the test section Pg is measured by a manometer. 
One leg of the manometer is connected to a vacuum reference. 

The saturation pressure data for mercury were taken from 
[4], the other properties of mercury from [5], and the thermal 
conductivity of nickel from [6]. 

The details of the experimental operating procedure are given 
in [2] along with a discussion of the errors due to measurement 
and errors inherent in assuming the above relationships between 
the measurements and the desired physical quantities. 

5 Experimental Results 
Fig. 5 shows the values of a obtained from the steady-state 

evaporation experiment. Included are the error bands resulting 
from the experimental uncertainties discussed in [2]. It should 

1.0 
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Fig. 6 Principal mass-rate transport coefficient versus pressure P,, for 
various liquid metals 

0.010 0.015 
Ps . at mospheres 

Fig. 7 Coupling transport coefficient U versus pressure P., 

be observed that none of the lower limits of the error bands are 
above unity. There are three points C, D, and E having values 
of a which are less than 0.4. At the time these points were 
taken, a film of impurities was observed on the liquid surface. 
This film would result whenever the overflow region of the nickel 
heating block did not wet properly. Instead of having the entire 
surface freely flowing, there would be regions of stagnant surface 
fluid. In these stagnant regions, a film would develop with time. 
The film acts as a resistance to the evaporation thereby requiring 
a large driving force SP which results in low values of a. These 
three points clearly show the strong influence of the condition of 
the surface on the coefficient cr. There are four data points 
having values of a ~ 0.6. The impurity film was not observed 
for these points; however, points F and G were taken during a 
time in which much difficulty was encountered in preventing the 
buildup of the film. The remaining points are found to be scat
tered within their error bands around a of about 0.9. From this 
we conclude that the scatter outside of the experimental uncer
tainties is due to the absence of a sufficiently free-flowing surface. 

The values of a, excluding those from the present investigation 
affected by contamination, are shown in Fig. 6 along with the 
condensation results of previous investigations for various liquid 
metals. In Fig. 7 K is presented in terms of U where 

U = 
K 2h it 

K + 1 RT 
(I) 

6 Discussion of Experimental Results 
In the present study a was found to decrease when contamina

tion in the form of an impurity film was present. Knudsen [1;>J 

Journal of Heat Transfer AUGUST 1 9 7 2 / 259 

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



observed this same effect when he measured a for evaporation of 
a mercury droplet into a vacuum. To eliminate contamination, 
he renewed the droplet every fourth second and the resulting 
values of cr were unity. Volmer and Esterman [16] also obtained 
cr equal to unity for the evaporation of mercury into a vacuum by 
taking precautions to avoid surface contamination. 

The condensation coefficient u determined from the steady-
state evaporation-of-mercury experiment does not appear to follow 
the downward trend with increasing pressure as found during 
condensation of the other liquid metals (Fig. 6). This could be 
attributed to a basic difference between condensation and evapo
ration; however, in the light of the thermodynamic analysis which 
makes no distinction between the direction of phase change, we 
are inclined to reject this premise. Besides, Wilcox and Roh-
senow [17] conclude from their data and error analysis tha t the 
condensation coefficient is equal to unity and that the pressure-
dependence reported by others is due to experimental error. 

The experimental value of U is found to be less than unity. 
As discussed in the next section, an extension of Schrage's kinetic 
method of analyzing the phase-change process is not in accord as 
it requires that U be unity. A more general kinetic model of the 
phase-change process, however, which is also discussed in the 
next section, shows tha t U is not necessarily equal to unity. 

7 Analytical Considerations 
In his kinetic model of the phase-change process Schrage con

siders the liquid and vapor phases to be uniform and to be sepa
rated by a mathematical plane, called the liquid-vapor interface. 
He considers a control surface a placed a distance less than a mean 
free path away from the interface in the vapor. (Consider the 
vapor to be to the right of the interface.) He then assumes tha t 
the velocity distribution of the incident molecules crossing a 
to the left is half-Maxwellian2 with a superimposed bulk velocity 
V and characterized by the temperature Ta and the pressure Pg. 
This distribution is the same as that of the vapor molecules far 
from the interface which have a velocity toward the interface. 
The persistence of such a distribution up to the interface would 
require a collisionless region on the vapor side of the interface. 
The molecules crossing a to the right are considered to be com
posed of two parts, the first of which consists of molecules emitted 

"from the liquid. The emission process is assumed to depend only 
on the temperature of the liquid surface. The expression for the 
rate of emission is obtained by considering an equilibrium situa
tion where the incident distribution is half-Maxwellian at the 
temperature of the liquid surface Tti and the corresponding 
saturation pressure P,(Tfi). The second part crossing a to the 
right consists of those incident molecules which are reflected from 
the interface. This second part is related to the incident flux by 
way of the condensation coefficient a which is defined as the frac
tion of incident molecules which condense. On integrating the 
assumed velocity distributions, using the definition of a and as
suming small driving forces SP' and ST, Schrage's result may be 
written in the following form [1 ,2] : 

_ 2(r T f8! <^\ 
Ji ~ 2 - a J' \1T ~ P ) 

(5) 

where a is the evaporation or condensation coefficient. From 
equations (1) and (5) we see that the transport coefficient <r can 
be interpreted as the evaporation or condensation coefficient as 
defined above. If we consider equations (1), (4), and (5) when 
/ ; = 0 we see that the kinetic analysis predicts a value of unity 

2 By a half-Maxwellian distribution, it is meant that the velocity 
distribution is Maxwellian and that the limits on the velocity u are 
— c° < « < 0 for the incident distribution and 0 < u <= °° f° r the 
emitted distribution while v and w are allowed to vary from + °° to 
— ra . The velocity M is in a direction perpendicular to the interface 
and to the right. The velocities v and w are perpendicular to each 
other and to u. 

for U which is not in accord with the measurements. I t can 
also be shown [2] that Schrage's selection of Pg to characterize 
the incident distribution violates the conservation-of-momentum 
requirement. In addition it can be shown [2] tha t even if the 
conservation of momentum and energy are invoked, the kinetics 
of the vapor at the liquid-vapor interface cannot be modeled with 
half-Maxwellian velocity distributions if agreement with the data 
is required. 

An improved method of modeling the interface kinetics is to 
account for the error in the velocity distribution by superimposing 
fluxes of mass, momentum, and energy on those obtained by in
tegrating the distributions. This method is best illustrated by 
considering the familiar situation of a temperature gradient 
dT/dx in a semiperfect monatomic gas moving at a low Mach 
number. At a control surface in the gas, we consider the 
molecules to be described by a Maxwellian distribution with a 
superimposed bulk flow velocity. Integration of this distribu
tion yields the enthalpy flux /i„J",'. The net energy flux is greater 
than this, however, by the amount —k(dT/dx), where k is the 
thermal conductivity of the gas. This method is still an approxi
mation as we are still ignorant of the actual kinetics at the inter
face. To obtain a better understanding of the vapor-side 
kinetics the Boltzmann equation should be employed. By using 
this method of describing the vapor kinetics at the interface and 
requiring that the conservation laws and Onsager's reciprocal law 
be satisfied, it can be shown tha t [2] 

" i — " s^ tr 
CrUa - u) 

i + 

where 

C, 

16 

2<r 

2 - c r 

T ST 8P~] 

(7) 

I t should be pointed out tha t the value of the coefficient cr de
termined from equation (5) and the experimental results is ap
proximately the same as tha t found using the improved analysis. 
Therefore, even though Schrage's model is not consistent with the 
momentum equation and does not yield the correct value of U, it 
does result in an equation containing a coefficient tr the value of 
which, as determined from experiment, is a good approximation 
of the condensation coefficient. 

8 Conclusions 
In the present investigation it was found tha t the evaporation 

or condensation coefficient cr, measured during the steady-state 
evaporation-of-mercury experiment, is higher than that obtained 
previously in condensation-of-mercury experiments. I t was also 
found tha t contamination of the liquid surface results in low 
values of cr. 

From the measured values of the coupling transport coefficient 
K (or U) and the analysis discussed in Section 7, we conclude 
tha t the events taking place at the liquid-vapor interface during 
the phase change cannot be represented by half-Maxwellian 
velocity distributions. 

From the results of the analysis discussed in Section 7, where 
we allowed for non-Maxwellian velocity distributions, we conclude 
tha t even though Schrage's equation is not exact, it is a good ap
proximation to use this equation in conjunction with experimental 
measurements to arrive at the condensation coefficient. 
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Thermal-Conductivity Measurements 
of Propane and N Butane in the 
Range 300 to 1000 deg K 
Using a thermal-conductivity column the thermal conductivity of propane and normal 
butane were measured at 760 mm Hg in the range 300-1000 deg K. The thermal-
conductivity values obtained were compared with existing data and with the Misic-
Thodos formula. 

Introduction 

A, ILTHOTJGH the need for thermal-conductivity values 
of hydrocarbons at high temperatures is evident, there are few 
data available at temperatures above 500 deg K. In this paper 
thermal-conductivity data are reported for normal butane and 
propane at atmospheric pressure in the range 300-1000 deg K. 
A thermal-conductivity column was used in the experiments. 
This type of apparatus offers the possibility of good accuracy 
and precision as has been demonstrated recently by its use in 
measuring thermal conductivities of gases up to 2400 deg K 
U,2].» 

Experimental Apparatus and Procedure 
The experimental apparatus has been described in detail in 

references [2, 3] and therefore only the major features of the ap
paratus and procedure are presented here. The apparatus con
sisted of a conductivity column, the electrical system, and the 
vacuum system. 

A schematic of the column is shown in Fig. 1. A 0.0101-cm-
dia and 50-cm-long tungsten filament was mounted coaxially in 
a 56-cm-long vertical precision-bore Pyrex tube (0.635 cm ID). 
The filament was resistance-welded to 0.0760-cm-dia tungsten 
"rods," which were attached to precision-machined lava spacers 
placed at each end of the column. The top spacer was firmly 
mounted while the bottom one was allowed to slide in the tube 
to compensate for the expansion of the filament at higher tem
peratures. The filament was accurately centered in the tube by 
viewing the filament-tube assembly through a shadowgraph and 
adjusting the support rods as needed. Approximately 10 cm 
from each end of the filament a 0.00761-cm-dia wire (potential 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division April 15, 1971. Paper No. 
72-HT-B. 
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Fig. 1 Schematic of conductivity column 

lead) was spot-welded to the filament. The potential leads were 
wound in a loose coil and were also attached to the lava spacers 
by 0.0760-cm-dia tungsten rods. The filament was kept at a 
constant tension by an 8-gram weight attached to the bottom 
lava spacer. 

The column was surrounded by a Pyrex jacket through which 
water was circulated constantly at a rate of about 10 liter /mm. 
The water temperatures at the inlet and outlet ports were moni
tored with thermocouples and were kept within 0.1 deg C at 
25 deg C. 

The electrical leads were attached to the top and bottom 
tungsten rods above and below the respective lava spacers. 
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Power to the filament was provided by a highly regulated d-c 
power supply. The current through the filament was determined 
by measuring the potential drop across a high-precision standard 
resistor (0.0999996 ohm) placed in series with the filament and 
kept in a constant-temperature oil bath. The potential drop 
across the filament between the potential leads was also mea
sured, and thus the power dissipated could readily be calculated. 
The electrical measurements were made with EDO models MV 
100N and VS-1000/007 high-precision d-c voltage standards. 

The column was connected to the vacuum pumps and gas-
supply bottles through a Pyrex vacuum system. The lowest 
attainable pressure in the system was ~ 5 X 10 ~7 mm Hg as 
indicated by an ionization gauge. With the test gas in the sys
tem the pressure was measured by a U-tube mercury manometer 

and was maintained constant at 760 mm Hg. The test gases 
were "research grade" supplied by the Phillips Petroleum Co. 
Each gas was admitted into the column through a dry-ice-
acetone cold trap and, prior to taking data, the system was 
purged several times with the gas. 

Before taking data the filament was heated in vacuum to 2400 
deg K for 24 hr to stabilize its electrical properties. Then the 
resistance versus temperature characteristic of the filament was 
determined. Above 1100 deg K the temperature of the filament 
was measured with an optical pyrometer [2, 3]. At 300 deg K 
the resistance of the filament was determined according to the 
procedure described by Thomas and Brown [4]. It was found 
that at both 300 deg K and above 1100 deg K the relationship 
between the filament temperature and resistance agreed closely 
with that given by Smithells [5]. Therefore, between 300-
1100 deg K the filament temperature was determined from the 
measured average resistance per unit length together with the 
resistivity tables of Smithells. 

Upon completion of the calibration the filament temperature 
was set at the required value and the heat loss from the center 
section of the filament (i.e., the section between the potential 
leads) was measured both in vacuum and in the presence of the 
gas. The length of the filament between the potential leads, 
L, was also measured throughout the experiment with a cathe-
tometer. 

Treatment of the Data 
Due to the large temperature differences between the filament 

and the outer cylinder the gas moves upward near the filament 
and downward in the outer portion of the column. In addition 
to this "primary" motion, multicellular secondary motion may 
also occur in the column. Both of these motions may result in 
significant heat convection from the filament. However, if 
only the primary motion is present, then at some distance from 
each end of the column the axial temperature gradients diminish 
and the heat converted from the filament, Qc, becomes negligible 
compared to the conductive and radiative heat transfer [6, 7-12], 
The distance from the ends of the column where this condition is 
met can be approximated by [9] 

Z, = D 
Ra 

7670 
(Ra > 7670) (1) 

where D is the inner diameter of the outer cylinder and Ra is the 
Rayleigh number defined as 

Ra = 
rgp*ATD« CpVl 

(2) 

In equation (2) g is the gravitational acceleration, p the density, 
t] the dynamic viscosity, Cv the constant-pressure specific heat, 
and X the thermal conductivity of the gas. AT is the tempera
ture difference between the filament and the outer cylinder, and 
T is the average temperature of the gas. In the present experi
ments the maximum Rayleigh number was ~ 8 X 104 and for 
this Rayleigh number equation (2) gives a Zp value of ~6.6 cm. 
In the apparatus the potential leads were attached at 10 cm 
from the ends, and therefore at the center section of the filament 
Qc should be negligible. 

Multicellular secondary motion arises in the column when a 
critical value of the Rayleigh number is exceeded [10-12]. For 
the present experimental conditions the expression recommended 
by Thomas and deVahl-Davis [10] gives the critical Rayleigh 
number as 1 X 1012. In the experiments the Rayleigh numbers 
were considerably below this value (see above) and consequently 
multicellular secondary motion was not expected to occur in the 
column. 

The foregoing results imply that convective effects were neg
ligible in the experiments. The validity of this conclusion was 
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borne out by measurements of thermal conductivities of argon, 
helium, krypton, and nitrogen made in two columns of different 
diameters [2, 3]. . 

Neglecting convection effects, the heat conducted from unit 
length of the filament can be 'written as 

(3) 

where, on a unit-length basis, Qf is the power input to the fila
ment, Qr is the heat loss from the filament due to radiation, and 
Qp is the heat loss through the potential leads. In vacuum 
(Qxv ~ 0) the energy balance for the filament gives 

(4) 

The experimentally determined values of Qf and Qfv were plotted 
versus filament temperature and a smoothed least-squares-fit 
cUl've was drawn through the data points. Qx wa:s then evalu
ated by taking differences of the smoothed values at equal tem
perature in~ervals (Qx = Qf - Q/). These plots are shown in 
Figs. 2 and 3. This procedure is based on the assumption that 
the radiation and potential-lead losses in vacuum and in gas 
are the same. This assumption was evaluated experimentally 
for the present apparatus using argon, helium, krypton, and 
nitrogen, and the error introduced by this assumption was found 
to be negligible [2, 3]. . 

The thermal conductivity of the gas at the filament tempera
ture T f 1Vas calculated from the expression 

(5) 

where A' is a correction due to the temperature drop across the 
Pyrex outer cylinder 

'\ In (1 + 2W) 
A' ~"I, D 

- Au In (D/d) 
(6) 

Ab is the thermal conductivity of the gas at the water-bath 
temperature, Au is the thermal conductivity of the Pyrex, d is the 
filament diameter, and w is the wall thickness of the Pyrex 
envelope (w = 0.158 cm). In the present experiments A' was 
found to be less than 0.0015. (dQ)../dTlTf was determined by 
numerical differentiation based on Stirling's interpolation formula 
[13] using five points at 10 deg C temperature intervals for each 
derivative. 

Equation (5) is applicable only if temperature-jump effects 
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are negligible, which is the case when the Knudsen number 
(Kn = mean free path/filament diameter) is less than "'0.003 
[14, 15]. In the experiments the Knudsen numbers were well 
below this value and therefore it was unnecessary to correct for 
the temperature jump. 

Results and Discussion 
Thermal conductivities of normal butane and propane were 

determined at 760 mm Hg in the range 300-1000 deg K. A 
detailed analysis was made of the experimental errors and the 
most probable random errol' was estimated to be about 2 percent. 
Systematic errors were estimated to cause at most an additional 
uncertainty of 1 percent. The experimental thermal-conduc
tivity values could be correlated within an average absolute 
deviation of "'0.3 percent by the following polynomials: 
n"blltane 

A = -0.2650 X 10-4 + 0.1783 X lO-a T 
+ 0,1346 X 10-9 T2 (7a) 

propane 

A = -0.3029 X 10-4 + 0.2059 X 10-6 T 
+ 0.1320 X 10-9 T2 (7b) 

In Figs. 4 and 5 the results, as given by equations (7a) und 
(7b), are compared to previous data. The latter extend only 
up to 500 deg K. There is excellent agreement between the 
present and previous data, lending confidence to the results. 

There have been several expressions proposed in the past for 
calculating thermal conductivities of hydrocarbons and a com
prehensive summary of thes~ expressions is given in reference 
[22]. Most of the existing correlations express the thermal COll

ductivity in terms of the viscosity, which itself is not known ac
curately, particularly at higher temperatures. One notable 
exception is the formula recommended by Misic and Thodos 
[23] which is 

A(T) 
Cp X 1O-a[14.52(T/TJ - 5.14]'/a(PJ'h 

1I11/2(TJ1/a 
(8) 

where Cp is the heat capacity (caI/sec-cm-deg K), M the molecu
lar weight, andTc and Pc the critical temperature (deg K) [lnd 
pressure (atm), respectively. Thermal-conductivity values 
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given by equation (8) are compared,to the data in Figs. 4 and 
5. As can be seen, up to —1000 deg K the Misic-Thodos formula 
approximates very closely the measured thermal conductivity. 

Above —800 deg K the pressure increased in the system2 and 
around 1000 deg K vapor condensation became visible on the 
inside of the outer cylinder. These phenomena, caused by 
pyrolysis of the test gas, may have occurred to a lesser extent at 
lower temperatures [24]. I t is noteworthy, however, tha t in 
spite of the pyrolysis the measured thermal conductivity agrees 
well with the prediction of Misic and Thodos. 
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Unsteady Heat Transfer and Temperature 
for Stokesian Flow about a Sphere 
An analysis is made of the unsteady thermal processes which result when a moving 
sphere encounters a fluid environment whose initial temperature is different, from that 
of the sphere. The fluid velocity field is steady and Stokesian, and the temperature field 
is of the boundary-layer type. Two related physical situations are analyzed. In one 
of these, the sphere is a solid of high thermal conductance such that its temperature is 
spatially uniform, but varies with time as a result of heat transfer with the fluid. In 
the other, the sphere heat capacity and conductance are both large so that its surface 
temperature is spatially and temporally uniform for a finite period of time. A number 
of solution methods is employed, including numerical inversion of integral transforms, 
series, and asymptotic expansions. Results are presented both in graphical and alge
braic form for the local and overall heat-transfer rates, for the temperature history, and 
and for the time required to reach thermal equilibrium. 

Introduction 

L I HIS PAPER is concerned with transient forced-con
vection heat-transfer problems involving a sphere which trans
lates relative to its fluid surroundings, the velocity field being 
steady and Stokesian. The thermal transient is initiated when 
the sphere, possessing a uniform temperature corresponding to its 
previous history, encounters a fluid environment of a different 
temperature. One of the cases to be analyzed is tha t in which the 
sphere is a solid of high thermal conductance such that its tem
perature is spatially uniform at any instant of time. The tem
perature of the sphere changes with time as a result of heat ex
change with the fluid environment. The other case which will be 
studied is characterized by the condition that the sphere surface 
temperature is spatially uniform and unchanging with time. In 
practice, such behavior can be approximately realized during a 
substantial portion of the transient period provided that the 
sphere has sufficiently high heat capacity and conductance. 
While this case is of technical interest in its own right, it has a 
special relevance here in that its solution also serves as a stepping-
stone to the solution of the first case described in this paragraph. 

In the presentation which follows, the case of constant sphere 
surface temperature is treated first, and this is followed by the 
analysis of the case of time-varying sphere temperature. The 
solutions that are obtained make use of a variety of techniques, 
including series, asymptotic expansions, and numerical inversion 
of integral transforms. From the solutions, results are deduced 

Contributed by the Heat Transfer Division for publication (with
out presentation) in the JOURNAL OF HEAT TBANSFEB. Manuscript 
received by the Heat Transfer Division December 2, 1970. Paper 
No. 72-HT-C. 

for both heat transfer and temperature distributions during the 
transient period. The solutions and results pertain to suf
ficiently high Prandtl numbers such that there exists a thermal 
boundary layer which is very thin compared with the extent of 
the velocity field. 

The present paper complements other available analytical 
studies, but there is little in the published literature that bears 
directly on the work reported here. . Mention may be made of the 
elegant contributions by Chao [ l ] 1 and by Chao and Chen [2] for 
the transient temperature response of a fluid sphere. The only 
prior study known to the authors of the thermal transient for a 
solid sphere in Stokesian flow is that of Bentwich, Szwarcbaurn, 
and Sideman [3], who used a finite-difference technique for the 
case in which the sphere surface temperature is spatially uniform 
and unchanging with time. The.paper does not present transient 
heat-transfer results. The steady-state solution for the isother
mal sphere in Stokesian flow was found analytically by Acrivos 
and Taylor [4]. In an earlier paper [5], the present authors ex
amined the transient heat-transfer problem for a sphere when the 
Peclet number is small compared to unity. 

The coordinates and other dimensional nomenclature are pic
tured in Fig. 1. The spherical coordinates r, <f> are fixed with re
spect to the translating sphere. In such a frame, the sphere is 
stationary and the fluid approaches it with a far-field velocity U. 
The velocity field about the sphere itself is tha t of Stokes and is 
steady. Owing to flow symmetry, the velocity and temperature 
fields do not depend on the azimuthal angle, and furthermore the 
only velocity components participating in the convection of heat 
are ur and 11$. 

1 Numbers in brackets designate References at end of paper. 
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Introduction 

THIS PAPER is concerned with transient forced-con
vection heat-transfer problems involving a sphere which trans
lates relative to its fluid surroundings, the velocity field being 
steady and Stokesian. The thermal transient is initiated when 
the sphere, possessing a uniform temperature corresponding to its 
previous history, encounters a fluid environment of a different 
temperature. One of the cases to be analyzed is that in which the 
sphere is a solid of high thermal conductance such that its tem
perature is spatially uniform at any instant of time. The tem
perature of the sphere changes with time as a result of heat ex
change with the fluid environment. The other case which will be 
studied is characterized by the 'condition that the sphere surface 
temperature is spatiaily uiliform and unchanging with time. In 
practice, such behavior can be approximately realized during a 
substantial portion of the transient period provided that the 
sphere has sufficiently high heat capacity and conductance. 
While this case is of technical interest in its own right, it has a 
special relevance here in that its solution also serves as a stepping
stone to the solution of the first case described in this paragraph. 

In the presentation which follows, the case of constant sphere 
surface temperature is treated first, and this is followed by the 
analysis of the case of time-varying sphere temperature. The 
solutions that are obtained make use of a variety of techniques, 
including series, asymptotic expansions, and numerical inversion 
of integral transforms. From the solutions, results are deduced 
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for both heat transfer and temperature distributions during the 
transient period. The solutions and results pertain to suf
ficiently high Prandtl numbers such that there exists a thermal 
boundary layer which is very thin compared with the extent of 
the velocity field. 

The present paper complements other available analytical 
studies, but there is little in the published literature that bears 
directly on the work reported here. Mention may be made of the 
elegant contributions by Chao [1]1 and by Chao and Chen [2] for 
the transient temperature response of a fluid sphere. The only 
prior study known to the authors of the thermal transient for a 
solid sphere in Stokesian flow is that of Bentwich, Szwarcballm, 
and Sideman [3], who used a finite-difference technigue for the 
case in which the sphere surface temperature is spatially uniform 
and unchanging with time. The. paper does not present transient 
heat-transfer results. The steady-state solution for the isother
mal sphere in Stokesian flow was found analytically by Acrivos 
and Taylor [4]. In an earlier paper [5], the present authors ex
amined the transient heat-transfer pj'oblem for a sphere when the 
Peclet number is small compared to unity. 

The coordinates and other dimensional nomenclature are pic
tured in Fig. 1. The spherical coordinates r, rJ> are fixed with re
spect to the translating sphere. In such a frame, the sphere is 
stationary and the fluid approaches it with a far-field velocity U. 
The velocity field about the sphere itself is that of Stokes and is 
steady. Owing to flow symmetry, the velocity and temperature 
fields do not depend on the azimuthal angle, and furthermore the 
only velocity components participating in the convection of heat 
are 1tr and uq,. 

1 Numbers in brackets designate References at end of paper. 
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Fig. 1 Coordinates and other dimensional nomenclature 

Constant Surface Temperature 
Formulation of the Problem. Consider a solid spherical body 

having an initially uniform temperature Ti which, at time = 0, 
encounters a fluid whose initial temperature is uniform and equal 
to T„. The fluid free-stream temperature for all subsequent 
times is also T„. The sphere surface temperature for t > 0 is 
assumed to be unchanging and equal to T{. As discussed in the 
Introduction, this condition can be approximately fulfilled for 
some finite period of time (whose extent is examined later) 
following the initiation of the transient. 

The transient thermal processes for the problem just described 
are governed by the energy equation for the fluid 

My* 
bt 

ur • 
bT, 

br + 
uj, my 
r d<£ ' |_ i"1 br \ br / 

1 sin (j) 
(1) 

where Tt*(t, r, cp) denotes the fluid temperature. The asterisk is 
used to distinguish the case of constant surface temperature from 
the more general ease in which the sphere temperature is time-
dependent. 

The flow field tha t is to be considered here is steady and of the 
Stokes type. As is well known, a Stokesian flow is not a velocity 
boundary-layer flow. Rather, the influence of the sphere ex
tends far out into the flow, to distances which are on the order of 
100 sphere radii. The velocity components ur and u<t, for Stokes
ian flow about a sphere are 

ur A 3 * J l ^ 
\ 1 r 2 rs j 

COS <p, 

/ 3 r„ 1 r„A . 
= 1 1 — I sin 0 

\ 4 r 4 r3 ] 
(2) 

The analysis of the temperature field is carried out for suf

ficiently high Prandtl numbers tha t the temperature field is con
fined to a boundary layer which is very thin compared with the 
velocity field. Correspondingly, the 0 heat-conduction term 
may be deleted from the right side of the energy equation (1). 
Furthermore, it is only necessary that the velocity field be ac
curately represented within the thermal boundary layer, so tha t 
equations (2) can be replaced by 

ur 3 (r - n>\2
 2 U4, 3 (r - r„\ . , 

(3) 

Comparable simplifications were used by Chao [1] in studying the 
fluid sphere. 

A discussion of the conditions for which the aforementioned 
thermal boundary-layer model yields accurate results will be 
given later. For the present, it may be noted that the heat-
transfer results are unaffected by the thermal boundary-layer as
sumptions during a substantial portion of the transient period. 
Their role becomes more prominent as steady-state conditions are 
approached, such tha t the accuracy of the results depends on the 
Prandtl number being sufficiently large. For near-steady-state 
conditions, the present results may be regarded as being asymp
totic for high Prandtl numbers. Such asymptotic solutions are 
widely used in steady-state convective heat-transfer problems, 
for instance, Acrivos and Taylor [4], Acrivos and Goddard [9], 
Morgan and Warner [10], and many others. 

Upon introducing dimensionless variables and parameters 

Ti 

(H !/3 ajt. 

To2 
Pe = 

2r0U 

\ ^ 
the energy equation (1) becomes 

b9* bd* bd* b26* 
- ^ - r c o s 0 ~ + f s i n 0 — = ^ 

(4) 

(5) 

The boundary conditions (Tf* = T( at the sphere surface and 
Tj* = T„ in the free stream), along with the initial condition 
(Tf* = T„ for r > r0), transform into conditions on 0*(T, f, 0 ) as 
follows: 

e*(r, o, 4>) = i, e*(T, « , 4,) = o, e*(o, f, 0) = o (6) 
Since the forward stagnation region is of special interest in 

heat-transfer research, it is treated first. The solution of equa
tions (5) and (6) for arbitrary 0 will be obtained later. 

Stagnation Region. The application of equation (5) to 0 = 0, 
and letting 8*(T, f, 0) = #o*(r, f)i g i v e s 

bdo* _ bdo* 588(T 

5r f df 5f2 (7) 

-Nomenclature-

a,b,c = numerical-inversion con
stants, equation (11) 

c = specific heat 
k — thermal conductivity 

Nu* = Nusselt number for constant 
surface temperature, equa
tion (31) 

Peclet number, 2r0U/af 
time-integrated overall heat 

transfer, equation (43) 
local instantaneous heat flux 
residue corresponding to Sp 

radial coordinate 
radius of sphere 
Laplace-transform variable 
largest real singularity of 

equation (38) 

Pe 

Q 

1 
Res 

r 

s 

JSL = 

Tf = fluid temperature 
Ti = initial temperature of sphere 
Ts = temperature of sphere 

To, = fluid temperature a t t = 0 or 
a t r = c° 

t = time 
U = free-stream fluid velocity 
ur = radial velocity component 
u$ = tangential velocity compo

nent 
a = thermal diffusivity 
7 = dimensionless parameter (pscj 

P/C/)Pe1/3 

f = dimensionless radial coordi
nate, equation (4) 

, 6* = dimensionless temperatures, 
equations (33) and (4) 

v = dimensionless property group
ing (2p sc s/3p /c /)(3Pe/4)2/3 

p = density 
T = dimensionless time, equation 

(4) 
0 = cone angle 

Subscripts and superscripts 

av = average over sphere surface 
/ = fluid 

0 = forward stagnation region 
s = sphere 

ss = steady state 

* corresponds to constant sphere sur
face temperature 

denotes Laplace transform 
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The boundary and initial conditions are similar to those stated by 
equations (6). 

Two methods are employed to obtain solutions of equation (7) 
subject to its boundary and initial conditions. One method in
volves numerical inversion of an integral transform, while the 
second is based on an asymptotic expansion in the Laplace-
transform s plane. To facilitate the application of either 
method, one begins by taking the Laplace transformation of (6) 
and (7) with respect to the time variable T, giving 

dft * d^ft * 1 
S0„* _ $ . , _ • » g0*(S) o) = _ , 0O*(S, „ ) = 0 (8) 

where So* is the Laplace-transformed temperature. 
The implementation of the numerical-inversion method re

quires that solutions of equations (8) be available for a number of 
discrete values of s. Such solutions are readily obtained via the 
Runge-Kut ta numerical-integration procedure, with s playing the 
role of a prescribed parameter. Once 0o*(f) and (ddo*/d£){ = o 
are found, then the numerical-inversion method can be employed 
to determine the time variation of the temperature at any posi
tion J", or of the surface heat flux. For the sake of generality, 
let either of the aforementioned quantities be represented by the 
prototype variable x, tha t is, 

X = -(^lf) - -7= or X = fiW) (9) 

where the subtractive factor 1 / A / S is employed to insure accurate 
results for small values of r . Indeed, x may represent any 
known function of s (for a fixed f) . 

To recover x(T) from the known x(s)» o n e begins with the de
fining equation for the Laplace transform 

/ * CO 

X(s) = | exp (-sT)x(T)d,T (10) 
Jo 

which is in essence an integral equation for x( r)> the solution of 
which will be obtained by numerical means. Although there are 
some papers in the mathematical literature tha t deal with nu
merical inversion of Laplace transforms, e.g., [6, 7], little has been 
done in this area by applied researchers. The approach outlined 
below has been found to be highly serviceable by the present 
authors in a number of problems and to yield results of good ac
curacy ([5], Fig. 2). 

To begin, the integration range in equation (10) is reduced to 
the unit interval and a more convenient variable x is introduced 
via the definitions 

T = - ( a l n A)/6, X ( T ) = &x(fcr) exp (CT) (11) 

so tha t (10) becomes 

X(s6 + c) = a j A a s - 1 x ( - a l n A)dA (12) 

Jo 
where a, b, and c are prescribable real constants. 

The solution of the integral equation (12) for x is accomplished 
via the aid of the Gaussian-quadrature integration formula. 
For a pre-selected number of points JV in the interval 0 < A '< 
1, the integral is approximated by N terms, each term con
taining a known weight to,- and a known abscissa A,-. The ap
proximating procedure introduces N unknowns x( — 0 m A,-), 1 
< i < N. Since one is at liberty to assign N real values of s, 
say Sj, 1 < j < N, the unknowns x are found by solving the 
following set of linear algebraic equations: 

i N 

X(s,& + c) = aJ2 ^ ^ - ^ ( - a In A,.), j = l,2,...,N 

(13) 

Once x ( — a In A) = x(& r) n a s been found, the x(T)1S calculated 
by employing equations (11). 

I t remains to specify the number of points N, the values of s ,̂ 
and the constants o, 6, and c. The experience of the authors, 
accumulated from a number of different problems, suggests that 
iV = 10 and s,- = j (j = 0, 1, . . ., 9) lead to results of good 
accuracy. The constant a was taken as one, while b was 
chosen to provide the desired range for r in accordance with 
the first of equations (11) (note tha t the A values in the range 0 
< A < 1 are fixed by the rules of the Gaussian quadrature). 
The remaining constant c was selected by trial and error, in 
such a way that agreement is attained between results corre
sponding to different values of b. 

Results obtained by application of the numerical-inversion 
method are presented later. 

I t may be relevant at this point to summarize some of the 
strengths of the numerical-inversion method. In general, rela
tively little preparatory analysis is needed prior to the numerical 
computations. Furthermore, the computations themselves are 
performed with a very small expenditure of computer time. 
Other candidate solution methods, such as tha t of [2], pre
sumably also possess specific strengths. For instance, the method 
of [2] naturally leads to the small-time solution by manipulation 
of the general solution. On the other hand, tha t method re
quires substantial analytical work prior to the computational 
stage of the problem. 

The series solution at the stagnation point is alternative to that 
provided by numerical inversion, but is more restricted in the 
range of the independent variables. The solution begins with 
equations (8), which are recast in a form suitable to the series ex
pansion by employing the transformation 

B(s, f ) = s0o*(s, f) , f = V * f (14) 

which gives 

dm - ( 1 \ . dH _ ^ 

w~H-Mrw H{s'0) = h 
ff(s, co) = 0 (15) 

The series solution of equation (15) is expressed in powers of 
l/s3/2 (that is, the expansion is for large s). Differential equa
tions for the unknown functions of f tha t appear in the series are 
deduced by equating terms having like powers of s and are subse
quently solved in closed form. Then, the thus-determined series 
for H(s, f ) is inverse-transformed, yielding the following repre
sentations for the transient temperature and for the temperature 
gradient at the stagnation point (i.e., the surface heat transfer): 

*•"•»- - (£)+&.?, I, r/3:rJ-A 

I t remains to specify the constants ak,n tha t appear in the fore
going. F o r n = 1, the relevant constants are ai,i = —1/4, a%,\ — 
—1/4, and as,i = —1/6. The «*,„ for n > 2 are calculated from 
a recurrence relationship 

dk,n = —~ [ —0(*-s).(n-l) + (k — n — 1)<J(*_2),(B-1) 

- k(k + l)o(*+i>,„] (18) 

where ak,n = 0 when either k or n < 0 or when k > Sn. I t should 
be noted that the series (16) and (17) are of asymptotic type, and, 
as will be shown in the presentation of results, are most accurate 
when T and f are not too large. 
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Solution for Arbitrary <j>. From Laplace transformation of equa
tions (5) and (6), and with a subsequent change of variable de
fined by 

d*(s, f, <$>) = G(s, r , <£) exp {-i r 3 cos <M/s 

one obtains 

d2G - iiG 

Sp - I« + M> ^Q ~ ? sin 0 —, 

(19) 

(?(s,0,4>) = 1, G(s, co,,i) = 0 (20) 

where 

S(f, 4>) = f cos 0 + i K4 + A f1 «>s2 0 (21) 

The differential equation (20) resembles, in form, one tha t was 
investigated by Liouville and discussed by Erdelyi [8]. Corre
spondingly, a series solution for G is constructed as 

0(8, f, 0 ) = exp ( -«V . f ) £ ^ ( r , * > - < / 2 (22) 

This is an asymptotic expansion for large s (large s corresponds to 
small T ) . Equation (22), taken together with the boundary con
ditions in (20), requires that 

Vo(0, <t>) = 1, i/i(0, 4>) = 0 for i > 1 (23) 

The substitution of (22) into the differential equation (20) and 
subsequent grouping of terms according to powers of s yields for j / 0 

2/o(f, 0 ) = 1 (24) 

which satisfies the boundary condition (23). The other yi: i > 1, 
are governed by the differential equation 

dzjt 1 d22/s_i 1 f . d j / i j 
(25) 

subject to the boundary conditions (23). Since the surface heat 
transfer is of greater practical importance than the fluid tempera
ture, attention is given here to evaluation of (d2/;/d|")f = o, expres
sions for which are as follows: 

( a» ! / a? ) f -o = - i cos0 , ( c W d ? ) r = o = - • & + i cos2 0 , 

(c)J/s/c)f ) f = o = H cos 0 - f | cos3 0, 

(Wark=0 =• VsW - YH COS2 * + w cos4 * ( 2 6 > 

Evidently, non-vanishing (d!/,-/df )j- = o are those which correspond 
to values of «' given by i = 2 -f 3j, j = 0, 1, 2, . . . . For the sub
sequent determination of the surface heat transfer, the quanti ty 
(d0*/df)f=n is required. Equations (19) and (22), taken to
gether with (26), yield (d8*/d£)j- = o, and upon inverse transforma
tion one obtains 

(*01\ = _ ̂  fayA _8^ f ay_A 
\afA-o VVT W A - o 3VV W / r - o 

4! VarA-o 10395V7T \ aj- /r_„ 

V2 

+ . . . (27) 

Results and Discussion. The instantaneous heat flux q at any 
surface location may be deduced by applying Fourier 's law q = 
— ̂ / ( a r / a r ) ^ which, when expressed in terms of the variables of 
the analysis, takes the form 

2r0q* 

(Tt - Ta)h! 
( f P e) ' = -2(3flVar)f-o (28) 

where, as before, the asterisk distinguishes the case of constant 
surface temperature. 

For the stagnation region, the numerical-inversion solution 
provides values of — (a0o*/af )f = o — 1/-\ZTTT as a function of r , 
and, with these, the instantaneous heat flux follows directly from 
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Fig. 2 Stagnation-point heat transfer vs. time (case of constant surface 
temperature) 

equation (28). An alternative set of results for the stagnation-
point heat flux is obtained by introducing the series representa
tion (17) into the right-hand side of equation (28), with six terms 
being retained for the computations. 

The timewise variation of the stagnation-point heat transfer is 
shown in Fig. 2 as a solid line. The heat-transfer rates are very 
large at small times and decrease monotonically as time increases, 
eventually approaching the steady-state value of 1.553. At 
T = 1, the instantaneous heat flux is 3 percent larger than that 
for the steady state. The series and numerical-inversion solu
tions are virtually congruent for T values up to 0.9, whereupon 
the former begins to diverge. Numerical values of the constants 
a, b, and c for the numerical-inversion solution are also listed in 
the figure. 

An expression for the instantaneous heat flux q* a t any surface 
location 4> is obtained by combining equations (27) and (28), and 
numei'ical results can be evaluated by introducing the values of 
<j> and r tha t are of interest. The equation for q* is employed 
here to deduce an expression for the surface-averaged heat flux 
(?*)av defined by 

(?*). 
/ . 

(1/47IT02) I q*2irnl sin 4>d(j> (29) 

with the result tha t 

( i p e V ' V i * * + 1 9 

\ 4 / \ A r r 48 r ( 7 / 2 ) 

125687 r11/2 

15380 T(13/2) 

where 

Nu* = (?*)av2ro/[(7\- - T„)kf] 

+ . . . (30) 

(31) 

I t can be verified tha t the first term on the right side of (30) is due 
to conduction, while the other terms are associated with convec
tion. Clearly, conduction is the dominant mode at small times. 

The time dependence of Nu*/Pe1/ '3, evaluated from equation 
(30), is depicted in Fig. 3. The three solid lines appearing in the 
figure correspond, respectively, to one-, two-, or three-term repre
sentations. In addition, there is a dashed line, expressed by 

Nu* /Pe 1 / 3 = 1.54 exp ( - 2 . 6 r ) + 0.991 (32) 

which serves as a reasonable bridge between the results of equa
tion (30) and the fully developed value of 0.991 [4]. The recom
mended range of applicability of equation (30) extends fromT = 0 
to T = 0.8, whereafter equation (32) is to be used. 

The trend of the surface-averaged heat transfer, as expresse |l 
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Fig. 3 Nusselt number vs. time (case of constant surface temperature) 

by Nu*, is the same as that for the stagnation-point heat transfer 
(Fig. 2). However, somewhat longer times are required for the 
former to approach its steady-state value. Thus, for instance, a 
3 percent approach to steady state is achieved at T = 1.5 for the 
surface-averaged heat flux and at T = 1 for the stagnation-point 
heat flux. This behavior is altogether, physically reasonable, 
since the thinnest and more responsive thermal boundary layer is 
a t the forward stagnation point. 

I t is also interesting to note that in the conduction regime (r < 
0.5), Nu* does not depend explicitly on the Peclet number (i.e., 
Nu* = 2/Viraft/n

l). On the other hand, for steady-state 
conditions, Nu* ~ Pe1 / a . 

At this point, it is appropriate to discuss the relationship of the 
results to the simplifications that were introduced in connection 
with the thermal boundary-layer model. During the conduction 
regime (0 < T < 0.5), the Nusselt-number results are unaffected 
by the thermal boundary-layer assumptions. Since the thick
ness of the thermal boundary layer increases with time, the 
boundary-layer assumptions come into play most prominently for 
the steady-state results. For the steady state, Acrivos and 
Goddard [9] have derived a Nusselt-number result by using a 
velocity-field representation which is a closer approximation to 
the Stokes velocities, equation (2), than is equation (3). In the 
present notation, Acrivos and Goddard's steady-state result is 
N u ^ / P e 1 / * = 0.991 + 0.922/Pe1/a + higher-order terms. On the 
other hand, for the velocity field of equation (3), the steady-state 
result is NuB9*/Pe I / /3 = 0.991. The fractional deviation between 
these results is equal to 0.93/Pe1^3, which can be taken to be the 
relative error associated with the use of equation (3) for the veloc
ity field. Therefore, for sufficiently high Peclet numbers, the error 
is tolerably small. During the transient period, the Peclet-
number limitation is less stringent than for the steady state, and 
in particular there is no Peclet-number limitation for r < 0.5. 

Representative results for the transient temperature history 
in the fluid are presented in Fig. 4. This figure pertains to the 
stagnation region (tf> = 0), and the curves were evaluated from 
equation (16) for parametric values of the dimensionless radial 
coordinate. I t is seen from the figure tha t the most rapid 
transient response is at locations nearest the surface. Seven 
terms (i.e., n = 1, 2, . . ., 7) were employed in the evaluation of 
equation (16), the cui'ves being terminated when satisfactory 
convergence was no longer achieved. 

Time-Dependent Sphere Temperature 
Attention is now turned to the situation wherein the sphere 

has a sufficiently high thermal conductance that its temperature 
is spatially uniform at any instant of time. Timewise variations 
of the sphere temperature are controlled by the balance between 
the surface heat transfer and the change of the internal energy of 
the solid. Initially, at time t = 0, the solid and fluid are at dif
ferent uniform temperatures, T{ and T„, respectively. 
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Fig. 4 Time history of fluid temperature in stagnation region (case of 
constant surface temperature) 

In the analysis, the sphere temperature is denoted by Ts(t), 
while Tf{t, r, 4>) represents the temperature field in the fluid. 
The dimensionless counterparts of these temperature variables 

(T, - Ta)/{Ti - T„), = (IT, - T„)/(2V - 2\») (33) 

Continuity of temperature at the surface of the sphere requires 
tha t 6s(t) = B(t, r„, 4>) for t > 0 and for all <j>. 

The first step in the analysis is to obtain the solution of the 
energy equation for the fluid. This is most expeditiously ac
complished via Duhamel's theorem, which makes use of the al
ready determined function 0*(T , f, 4>), representing the fluid-
temperature solution for the case of constant sphere temperature. 
Upon integrating the standard form of Duhamel's theorem by 
parts and using the conditions #*(0, f, </>) = 0 and 0S(O) = 1, one 
obtains 

8(r, f, <£) = 0*(T, f, 0) + 8 
Jo 

*(r - X, r, 4>) ~ d\ (34) 

Equation (34) constitutes one link between the fluid- and sphere- ; 

temperature variables 6 and 6S. 
A second link is provided by the balance between the surface? 

heat transfer and the change of internal energy of the solid, tha t is 1 

/ 4 \ dT C* /bT \ 

U^'jlT-J0
fc'(-^XWBineW* (35) 

less form of which is 

„ / 3 Y / 3d05 C /£>0\ 

equ 

/ ' 
Jo 

PsCs 

the dimensionless form of which is 

3 pfc 

The elimination of 6 between equations (34) and (36) leads to 

dd. 
- N U * ( T ) - N U * ( T 

dX 

where v is a property grouping defined in the Nomenclature. 
N U * ( T ) , the surface-averaged Nusselt number for the case of con
stant sphere surface temperature, is expressed by equation (31). 
The solution of equation (37), which will yield 0 S (T) , is to be per
formed here by employing a method based on integral transforms. 

The basic equation for the solution method is deduced by tak
ing the Laplace transform of equation (37) with respect to r , 
which gives 

'.(«) = 
s[l + N U * ( S ) / K ] 

(38) ; 

where 9s(s) and Nu*(s) are transformed counterparts of 0s(r) and 
Nu*(r ) . The Nusselt number Nu*(r ) is known from the analy
sis t ha t was described earlier in the paper, and its Laplace trans
form Nu*(s) can also be found. With Nu*(s) as input, 6s(s) is 
determined from equation (38). I t then remains to carry out the 
inverse transformation, thereby solving for 0 s(r). 
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Four solutions for 6,(r) will be described here. The first, 
based on numerical inversion of equation (38), is a general solu
tion valid for all times T. The other three solutions are: (a) 
small-time, (6) large-time, and (c) quasi-steady. Depending on 
the values of the governing parameters, each of the three afore
mentioned approximate solutions may have a substantial time 
span of high accuracy, especially the large-time solution. 

General Solution via Numerical Inversion. The Nu*(s) needed as 
input to equation (38) is deduced by direct application of the 
definition of the Laplace transform to N U * ( T ) as expressed by 
equation (30) for T < 0.8 and by equation (32) for T > 0.8 

(H~' Nu*(s) = -jz erf ( 
•\/s 

TIS) + 19 

48 r (7 /2 ) 

T 6 / 2 exp ( — sr)dr — 
125687 

15380r(13/2) 
T ' 2 exp ( —sr)dr 

— — , - „ , - , J Q 

+ 1.69 exp [ - (2 .6 + s )n] / (2 .6 + s) 

+ 0.991(4/3)1/s exp ( - s n ) / s (39} 

where TI = 0.8. The integrals appearing in the foregoing are 
easily carried out in closed form. In view of equations (39) and 
(38), d„ is a known algebraic function of s. 

Now let 0s(s) be associated with the function x ( s ) of equation 
(10). Then the numerical inversion described in the paragraphs 
subsequent to equation (10) applies without modification, yield
ing 6B(T). Results obtained.in this way will be presented later. 

Small-Time Solution. As was noted earlier, heat conduction pro
vides the dominant contribution to N U * ( T ) a t sufficiently small 
values of time. Therefore, to generate a small-time solution for 
6s(r), only the first term of the series (30) for N U * ( T ) is used in the 
determination of Nu*(s). Upon employing this Nu*(s) as input 
to equation (38) and carrying out the inverse transformation for 
large s (small T), one finds 

' . (T) £* 1 
r'A 

(3/4)V»\/ir 7 ' 
7 = B£l pe'A 

Pfcf 
(40) 

The range of applicability of this solution will be explored when 
the results are presented. 

Large-Time Solution. From the asymptotic theory of Laplace-
transformed functions as applied to equation (38), it follows tha t 

B,(r) m (Res) exp (SVT) (41) 

The quantity Sp is a real negative number determined by study
ing the singularities of the function appearing on the right side of 
equation (38). Specifically, Sp is the largest real part among the 
singularities of the function. Res is the residue corresponding to 
'Sp

i n the determination of the numerical values of Sp and Res, two 
models were used for the function Nu*(s) t ha t appears in equa
tion (38). For the first model, Nu*(s) is expressed by equation 
(39), which corresponds to N U * ( T ) from equations (30) and (32). 
For the second model, Nu*(s) is based on equation (30) for the 
range 0 < T < 1.32 and on Nu*(r ) = 0.991 P e I / s for r > 1.32. 
Referring to Fig. 3, the second model is seen to consist of curve 3 
up to T = 1.32 and of a horizontal line thereafter. The motiva
tion for using two different models is to demonstrate tha t the 
accuracy of the d„(r) from equation (41) is not prejudiced by the 
tail tha t is fitted to the series solution (30). 

A comparison of the values of Sp and Res showed only small 
differences between models 1 and 2. An even more decisive com
parison of 6S results is made in the forthcoming presentation of 
results. 

Quasi-steady Solution. If the transient were to consist of a se
quence of instantaneous steady states, then N U * ( T ) = NuBB* and 
Nu*(s) = NuM*/s . With this, and with the subsequent inver
sion of equation (38), there is obtained 

(o.l/r0')Pe*" 
.0001 .001 ' 

(/>.=,//>, ^ W " 

— SMALL-TIME SOLUTION 

— QUASI-STEADY SOLUTION 

j i I_JJ 1 m i 

la, \/,JiP>2" 

Fig. 5(a) Time history of sphere temperature and of time-integrated over
all heat transfer 

Fig. 5(b) Time history of sphere temperature and of time-integrated over
all heat transfer 

Results and Discussion. Among the results, perhaps of greatest 
interest is the time variation of the sphere temperature 6S — (Ts 

— T„)/{Ti — T„) and the time-integrated overall heat transfer Q 
defined as 

Q 
Jo \_JA 

qdA dt 

These quantities are connected by the relation 

1 + Q/[PA(4im,V3)(2 ,
4 - r . ) ] = e„ 

(43) 

(44) 

0 S ( T ) [ ^ exp ( - I .87- /7 ) (42) 

Numerical results for the time variations of 6„ and Q are pre
sented in Figs. 5(a) and 5(6). 

In Fig. 5(a), the aforementioned quantities are plotted as a 
function of (a /</r0

2)Pe2A with (pscs/p /c /)Pe1A as curve parameter. 
The inset at the upper right provides results for small values of the 
abscissa variable. The solid lines appearing in the figure corre
spond to the general solution obtained by numerical inversion, 
while the dashed and dot-dashed lines respectively represent the 
small-time and quasi-steady solutions. Fig. 5(a) verifies the 
expected physical trend tha t ds decreases monotonically with 
time, approaching the equilibrium condition 6S = 0, tha t is, 
T = f„. 
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Further inspection shows tha t the rate at which 9S decays in
creases markedly as pscjpfcf increases (at fixed Pe), tha t is, when 
the heat capacity of the sphere increases relative to that of the 
fluid. For sufficiently large values of (pscs/p /c /)Pe1/ '3, there is a 
long period during which ds is nearly one. Furthermore, for any 
(p,c,/pjCf)Pe1/', one can use Fig. 5(a) to find the range of (aft/r<?)-
Pe2/3 for which the condition 6S ̂  1 is satisfied. Therefore, the 
range of applicability of the analysis for constant sphere surface 
temperature can be ascertained. 

Fig. 5(a) also provides insights into the ranges of applicability of 
the small-time and quasi-steady solutions. The former is rea
sonably accurate within the range 0.9 < 8S < 1. On the other 
hand, the quasi-steady solution is most accurate for large values 
of {ptcJpfct)Ve^3, and then only a t large (a /i/ro2)Pe2/ J . 

I t remains to explore the behavior of the results at large times, 
and Fig. 5(6) has been prepared for this purpose. The coordi
nates of Fig. 5(b) were selected so that , for a given value of 
(pscB/p/c/)Pe1^3, the large-time solution would be a straight line 
when plotted thereon, as per equation (41). The solid curves of 
Fig. 5(6) correspond to the numerical-inversion solution. These 
curves show straight-line portions of considerable length which 
coincide with the large-time solution, equation (41). In particu
lar, for the larger values of (pscs/p /c /)Pe1/ '3, almost the entirety of 
the curves are straight lines, arid furthermore these lines are 
packed so closely together as to be hardly distinguishable from 
one another. Thus, for systems characterized by large values of 
the aforementioned parameter (say, >50 , e.g., a metal sphere in 
oil), one may regard the results for sphere temperature and heat 
transfer as independent of the curve parameter. For this range, 
the results are represented by the quasi-steady solution, equation 
(42). 

Within the scale of Fig. 5(6), the results computed using 
models 1 and 2 for Nu*(s) are indistinguishable for all values of 
(pscs/pfc,)Pe1/* except unity, where a dashed line has been used for 
model 2. 

Another result of interest is the duration of the transient, which 
may be defined as the time required for 68 to reach some small pre-
assigned value, typically 0.05 or smaller. Since the large-time 
solution holds for this range, the steady-state times t,a may be de
duced from equation (41), so tha t 

Otftm In (fl5/Res) 

-SU3/4) V» Pe -V. (45) 

Steady-state times, evaluated from equation (45) in conjunction 
with the values of 5,, and Res from model 1, are shown in Fig. 6 
for 6S = 0.05, 0.03, and 0.01. One can readily verify that for a 
fixed Pe, the Fourier number aftss/n

2 increases with increasing 
Pscs/pfc/- The curves become essentially horizontal for abscissa 
values greater than 100. 

4 0 6 0 SO JOO 

Fig. 6 Dimensionless steady-slate times 
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An Experimental Technique for Determining the 
Diffusion Effect of Braze Materia! on the 
Thermal Conductance of Thin Copper Fins 
The purpose of this communication is to report on a successful technique for the measure
ment of thermal conductance in thin radiating fins. This work was required in the 
development of a lightweight radiator-condenser for the mercury Rankine cycle of the 
SNAP II program at Atomics International. 

T, HE THERMAL conductance of thin radiating fins can 
be determined employing thermal radiation itself as the calo
rimeter. When the emissivity of the surface is well known and 
thermocouples are properly installed, very accurate results can 
be obtained. Thermal equilibrium is attained rapidly since no 
guard heaters are required. The cost for specimen preparation 
can be significantly lower than that for the standard type of 
conductivity test when the fin material or construction is of a 
special nature. 

Problem 
A cross-sectional view, of a concept for the lightweight radi

ator-condenser is shown in Fig. 1. I t consists of a conical array 
of stainless steel condenser tubes, sandwiched between two thin 
face sheets of stainless steel with stainless steel honeycomb filling 
the space between the tubes. Very thin tapered copper fins 
are brazed to the outside face sheet to provide a high-conductivity 
path for transferring the condenser heat to the surface of the 
radiator where it is rejected to space. During the brazing 
operation the braze alloy diffuses into the copper fin and de
grades the thermal conductance of the fin. Two questions ex
isted : (1 j Was the diffusion homogeneous throughout the thick
ness of the fin or was it confined to a thin layer and (2) if it were 
homogeneous, what would be the percentage reduction in thermal 
conductivity of the copper, or if it were confined to a thin layer, 
what would be the defect in conductance in terms of an equiva
lent thickness of a layer of copper? 

In the first case the degradation of conductivity would be 
isotropic and uniform. In the second case the average con
ductivity would be anisotropic, the average lateral conductivity 
for heat flow along the fin being different than an averaged 

NUCLEAR REACTOR 

CONICAL RADIATOR -
CONDENSER SHELL 
[POWER PLANT INSIDE) 

INSTRUMENTATION 4 
CONTROL SECTION 

STEEL FACE SHEETS 

HONEYCOMB 

Contributed by the Heat Transfer Division for publication (with
out presentation) in the JOURNAL OF HEAT TRANSFEB. Manuscript 
received by the Heat Transfer Division June 7, 1971. Paper No. 
72-HT-F. 

-TAPERED COPPER FINS-

Fig. 1 Perspective view of cut-out from the SNAP II radiator-condenser 

conductivity for flow of heat normal to the fin. This study, 
however, is only concerned with lateral conductance since it is 
the important term in the design of thin fins. 

Modeling 
In the design procedure for the radiator portion of the radi

ator-condenser, a two-dimensional conduction-radiation equa
tion is solved with the appropriate boundary conditions for a 
given fin geometry to ascertain whether the entire radiator will 
perform as desired. The following one-dimensional equation 
is basically of the same form as the two-dimensional equation; 
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Fig. 4 Measured thermal conductance of fins versus copper thickness

Fig. 3 Comparison of computed temperature profiles with measured
temperatures for two different fins at same tip temperature; heater and
thermocouple arrangemenfs shown in inset
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sides of an 8-mil sheet of Ph15-7Mo staInless steel, resulting in u
"back-to-back" type of specimen. The lower 4 in. of the
specimen was coated with a well-known high-emissivity (E =
0.91 ± 2 percent) ceramic coating that was developed for the
radiator-condenser. 1 This portion of the fin specimen repre
sented the test section where the heat-transfer rate froni the fin
surface would be a well-known function of the local tempera
ture. Thermocouples were installed at both ends and in tho
middle of the coated region of the fin as shown in Fig. 3. Five
mil-dia iron-constantan wires were swaged into No. 80 holes
drilled through the fin. The low thermal conductivity of iron
and constantan minimized conduction losses in the leads and tho
ieads were well separated at the surface of the fin so that the
junction remained below the surface. Blockage of thermal

1 Crosby, J. R., and Perlow, H. A.,' "SNAP 10 A ~herllial Control
Coatings," in: Prom'ess in Astronautws and Aeronautws, Vol. 18, Aca
demic Press, New York, N. Y., 1966.
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Fig. 2(0) Microphotograph of back.to·back fin spe~imen pr~pared with
0.002 in. of Cu-Mn braze; central portion of photo is 0.008 ,n. of PhlS
7Mo stainless steel; outer portions of photo are pure copper

/

it contains the same term for the lateral thermal conductance
K that is required:

d(K dTldx)ldx = uE(T4 - T,4) (1)

Here K = k,t, + kbtb+ kdtd + ke(te - td) = K 1 + kete for the
case where diffusion of the braze into the copper is limited to a
uniform layer along the fin.. Attention will be limited to this
case since it was determined that diffusion is indeed limited,
as indicated by microphotographs shown in Fig. 2 and by the
results of the test shown in Fig. 4. K 1 is a constant which Can
be negative if the conductivity in the diffusion zone k d is very
poor or if the diffusion zone td is v:ery thiclc. Negative values of
K 1 indicate that an increased thickness of copper is required in
the final design to compensate for the degradation, the thickness
being equal to KIIke•

Fig. 2(b) Microphotograph of back·to-back fin specimen prepared with
0.0015 in. of Cu-Ag-Li braze

Experimental Technique
The value of K as a function of te was determined by conduct

ing heat-transfer experiments on one-dimensional rectangular
fins of various thicknesses of copper. The fins, 8 in. long by 1
in. wide, were constructed by brazing a layer of copper to both

---Nomenclature-------------------------

K = conductance

k = conductivity

t = thickness

T = temperature

x = distance from fin tip

U = Stefan-Boltzmann constant

E = emissivity

f3 = uEIK

Subscripts

8 = steel
b = braze
d = diffusion
c = copper
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radiation by the thermocouples was minimized by leading the 
very thin bare thermocouple wires directly away from the view 
of the surface. . An electrical heater was installed a t the top 
of the uncoated portion of the fin. The uncoated portion was 
polished to produce a low-emissivity (low-heat-loss) section for 
conducting the heat from the heater to the coated test section. 
A can-shaped water-cooled heat sink 6 in. in diameter and 11 
in. long closed a t both ends was used to provide a well-known 
thermal environment for the test section. The fin specimen was 
suspended through a slit in the top of the can, the coated portion 
as well as a good part of the uncoated portion being inside the 
tank while the heater remained outside. The entire assembly 
was placed inside a vacuum tank. Thermal tests were conducted 
at various temperature levels in the range of design. A total of 
seven specimens, four with a silver-copper-lithium braze and 
three with a copper-manganese braze, were tested. 

Since the conductivities of the various layers within the com
posite fin do not vary significantly with temperature, the value 
for K is independent of x; thus equation (1) can be simply ex
pressed for the conditions of the experiment as 

d*T/dx\ = P(T4 - T8<) (2) 

where f$ = cre/K. The boundary condition dT/dx = 0 applies 
at the tip of the specimen. The tip is essentially adiabatic, 
being a well-polished metal of low emissivity and of small cross-
sectional area. 

Results 
The value for (3, hence K, for each test was determined by 

matching temperature profiles generated by computer to the 
temperatures measured in the experiment. The profiles were 
obtained by numerical integration of equation (2) starting with 
the experimental tip temperature and using selected values for 
/3. The experimental tip temperature is the measured tip 
temperature corrected for thermocouple displacement from the 
tip. Two typical temperature profiles are shown in Fig. 3 for 
two different fins whose t ip temperatures were the same. Note 
the excellent agreement of the profiles with the data a t the mid
point. The values for K are plotted in Fig. 4 as a function of 
the original thickness of copper. The data behave linearly in 
the region where the copper thickness is greater than the diffusion 
thickness. In this region the slope of the curve is equal to the 
conductivity of pure copper, since additional copper is unaffected 
by the diffusion layer. At small thicknesses of copper the curves 
might be expected to behave as indicated by the dashed lines. 
The measured lateral thermal conductance will always have 
some finite value even at zero copper thickness, since the con
ductivities of the braze material and steel are positive, although 
small. I t is expected that the Ag-Cu-Li braze has a higher con
ductivity than the Cu-Mn braze. Since design requirements 

preclude fin designs using less than approximately 7 mil of copper, 
the straight-line model (solid lines) satisfies design needs. 

The intercepts of the straight lines with the abscissa represent 
the defect in conductance in terms of the additional thickness 
of copper tha t would be required for the design. In other words, 
if a tapered fin were designed based on copper alone, that is 
assuming no contribution in conductance from the steel or braze 
and no degradation due to the braze, the eventual design thick
ness of copper must be increased by tha t constant amount. In 
the cases of the Ag-Cu-Li and the Cu-Mn brazes these amounts 
are 0.6 and 4.5 mil respectively. The greater amount of degrada
tion with the copper-manganese braze is attributed to the inter-
granular type of diffusion that penetrates deeper into the copper 
and surrounds the grains of copper with an insulating coating. 
Diffusion of the silver-copper-lithium braze is intragranular 
and does not proceed as deeply into the copper. This is indi
cated in the microphotographs of Fig. 2. 

Conclusions 
Lateral thermal conductance of thin radiating fins can be de

termined quite accurately by using thermal radiation itself as 
the calorimeter. There is no need to either measure electrical 
power to heaters and account for losses or to measure heat flow 
by other calorimetric techniques. The only major requirements 
of this type of thermal test are that a well-known emissivity 
coating be used (the accuracy to which the conductance is known 
is equal to tha t of the emissivity) and tha t care be taken in the 
installation of thermocouples so tha t they measure the tempera
ture inside the fin (spot-welding or brazing thermocouples to the 
surface is a questionable method). The great advantage of using 
this type of test in the radiator-condenser development program 
was the significantly lower cost of manufacturing fin-type speci
mens compared to that of the bar-type specimens used in the 
standard type of conductivity test. Bar-type specimens require 
as much as 10 times the materials in their construction, so savings 
were made in this case where experimental braze melts and 
laminate preparation was expensive. Preparation of bar-type 
specimens from the laminates is a difficult and expensive pro
cedure, also. Another advantage is that there is no need to 
guard against heat losses at the high design temperatures used, 
as would be the case in the standard type of conductivity test, 
and the time required to achieve steady state is considerably less 
because of this. 
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Correlations for Thermal Contact 
Conductance In Vacuo 
A correlation developed by Holm for thermal contact conductance measurements made in 
vacuo is discussed and its physical basis is deduced with the help of dimensional analysis. 
On modifying Holm's treatment by including surface roughness and neglecting nominal 
contact area, the analysis yields a dimensionless conductance C* = C/ak and a dimen-
sionless load W* = W/<r2M. When 350 data points from the literature for aluminum 
and stainless steel contacts in vacuo are plotted in this form C* is found to be propor
tional to about W*"-1' with correlation coefficients of better than 0.9. The correlations 
for the two materials do not coincide, however, and this and other discrepancies are 
discussed. 

Introduction 

Wr ITH the continuing trend toward higher efficiencies 
for industrial processes and machinery which use or generate 
heat the economic importance of thermal contact resistance has 
become increasingly recognized, and the literature on the subject 
now amounts to several hundred papers [l]1 mostly dating from 
the last 20 years. Several comprehensive reviews [2-4] are 
available. The theoretical base of the subject is fairly well 
established, but the simplified models used have proved difficult 
to apply directly to the types of interfaces of practical interest to 
engineers and designers. A situation almost unique in heat trans
fer exists where the very large body of published experimental 
data is for various reasons quite inaccessible for comparison. 
This paper is an attempt to collate a portion of the available re
sults in a form more convenient for the design engineer and for 
research workers in the field. 

Previous Work 
A number of attempts to correlate thermal contact conductance 

data have been made [5-9], generally with only partial success. 
Several of these are usefully criticized by Minges [3]. Exact solu
tions have been developed for one special case, the plastic contact 
in vacuo between flat and isotropically rough surfaces whose 
heights are distributed normally about a mean plane. Tien [9] 
has shown from dimensional considerations that for such a case a 
relationship exists between dimensionless conductance Ca/ipAk 
and dimensionless load W/AM, where o~ is the rms surface rough
ness and tp is the mean absolute surface slope. This has been 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (without 

presentation) in the JOUBNAL OF HEAT THANSFEH. Manuscript re
ceived by the Heat Transfer Division January 5, 1971. Paper No. 
71-HT-AA. 

W~3 I0'2 

DIMENSIONLESS LOAD W/AM 

Fig. 1 Variation of dimensionless conductance with dimensionless load 
for plastic contacts between flat isotropically rough surfaces 

confirmed analytically by Cooper et al. [10] and Thomas and 
Probert [11], who showed independently that over a wide range 
of loads the dimensionless conductance is proportional to the 0.99 
power [10] or 0.92 power [11] of the dimensionless load. These 
theories are in fair agreement with experiment (Fig. 1). 

However, the majority of published measurements have been 
made with the wavy anisotropic surfaces of everyday engineering 
practice. Contacts between such surfaces are less susceptible to 
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Fig. 2 Variation of dimensionless conductance with dimensionless load 
for stainless steel contacts in vacuo (see Table 1) 

mathematical analysis than the case discussed above, but Holm 
[12] has attempted a correlation aimed specifically at engineering 
surfaces in vacuo. He suggested that the thermal resistance R of 
machined joints in vacuo is independent of the roughness of the 
contacting surfaces, and can be written as 

R = 4>KW) 

where (f> is a dimensionless function of the contact materials pro
portional to \/M/k and f(W) is a resistance depending on the 
applied load W. The function f(W) was obtained empirically 
from values of R/<f> and W taken from the work of eight investiga
tors, together with some electrical results of his own. In this 
way Holm obtained a relation of the approximate form 

Rk/\/M cc pp-o.7 (1) 

Because of the fractional index of W, equation (1) cannot be 
transformed into a relation between resistance (or conductance) 
per unit area and nominal pressure by dividing both sides by A. 
This is clearly a result of some importance, but in Holm's paper it 
is based on only 23 experimental points. A survey of the litera
ture was therefore undertaken in an at tempt to confirm his con
clusions. A preliminary investigation gave a result similar to 
Holm's, but as more results came to hand, the correlation became 
progressively worse. I t was decided to reexamine the problem 
using a dimensional approach. 

Dimensional Analysis 
I t was assumed initially that the only parameters affecting the 

contact conductance besides the load are the surface hardness, 
thermal conductivity, and nominal contact area. These can 
together be described in terms of the five dimensions of mass, 
length, time, temperature, and quantity of heat. There are by 
inspection three independent equations in the coefficients of the 
variables, and by the Pi theorem these can be grouped into 5 — 3 
= 2 dimensionless numbers, say C/fcVA and W/AM. 

When a selection of data from the literature was plotted in this 
form correlation was little better than for the extended version of 

Holm, but the slope of the logarithmic plot was again about 0.7, 
i.e. 

C lky/1 = (W/AM)°--< 

or 

Cy/M/k « {AMf-W^ 

If the term in AM, which is virtually constant, is neglected the 
relation reduces to equation (1) and provides a physical basis for 
Holm's correlation. 

At this juncture the evidence was tha t the nominal contact area 
did not play a significant role in the variation of contact conduc
tance and it was decided to replace it in the analysis. Despite 
Holm's conclusion it seemed reasonable that the surface topogra
phy would exert some influence on the contact conductance. The 
dimensional analysis was therefore repeated with a, which is the 
topography parameter most widely quoted by experimenters, in 
place of A, and again yielded two dimensionless numbers, chosen 
as dimensionless conductance C* = C/rrk and dimensionless load 
W* = W/a2M. 

The experimental results of ten authors [11, 13-21] for stain
less steel and aluminum alloy contacts were plotted in this form. 
These materials were chosen because of their widespread practical 
use, and also because between them they comprise the majority 
of published conductance data. The stainless steel data (Fig. 2) 
are all for contact between similar specimens, but the data for 
aluminum (Fig. 3) include results for contacts between aluminum 
and harder metals. In the latter the hardness of the softer ma
terial and the harmonic mean thermal conductivity have been 
used in the calculations. The value adopted for the surface 
roughness is the sum of the rms roughnesses of the individual 
surfaces. Where authors have not quoted physical properties of 
their specimens these have been taken from tables; where the 
hardness was not stated a value of three times the yield strength 
was assumed. For measurements made over a range of tem
peratures, appropriate mean values of hardness and thermal con
ductivity have been interpolated (Tables 1 and 2). 

Only data for joints where a t least one surface was machined 
have been used. Contacts where both surfaces are described as 
lapped or polished are not anisotropic and data for such surfaces 
have been excluded. Two other sets of measurements have been 
deliberately omitted: those of Clausing [22] were made on con
vex contacts, while the very high surface roughness values quoted 
by Shlykov and Ganin [23] suggest a misprint or mistranslation 
of units. Measurements were made on bar specimens except 
where otherwise indicated in the tables. 

Discussion 
Least-squares fits were made to 102 stainless steel data points 

and 240 aluminum data points. Not all of these are displayed in 
the figures because of overlapping. The best straight line through 
the stainless steel data is 

In C* = (0.743 ± 0.067) In W* + 2.26 ± 0.88 

while the best line through the aluminum results is given by 

In C* = (0.720 ± 0.044) In W* + 0.66 ± 0.62 

The errors shown are probable errors. The correlation coef
ficients for the two sets of data are respectively 0.915 and 0.913. 

Bearing in mind the number of data sources and the wide range 

•Nomenclature-
A = nominal contact area (m2) 

C = thermal conductance (w/deg K) 

C* = dimensionless conductance C/ak 

k = thermal conductivity (w/m-deg K) 

M — surface hardness (N/m 2 ) 

R = thermal resistance (deg K/w) 
W = load (N) 

W* = dimensionless load W /alM 
cr = rms surface roughness (m) 
<j> — dimensionless contact parameter 
\p = mean absolute surface slope (radians) 
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Fig. 3 Variation of dimensionless conductance with dimensionless load for contacts in vacuo where one 
or both surfaces are aluminum (see Table 2) 

Table 1 Stainless steel contacts 
Number of 

ference 

21* 
19f 
18 

17 

Material 

18-8 
302 
17-4 PH 

304 

Finish 

rolled 
rolled 
ground 

ground 

A (10-o m!) 

2.84 
0.58 

20.2 

20.3 

<r (10~6 m) 

0.74 
0.77 
0.86 
1.78 
3.7 
5.7 
2.4 
0.63 

M (10*N/m*) 

31 
8.5 

44.4 
44.4 
44.4 
44.4 
27 
27 

k (w/m-deg K) data pc 

15 21 
16.2 7 
11.7 15 
11.7 12 
11.7 11 
11.7 14 
15 11 
15 11 

Reference 

13 
14 
15 

11 

20 f 

wt 
18 

18 

17 

Material 

6061-T6 
6061-T6 
6061-T4 

fAl 
\stainless steel 
2024-T3 

6061-T6 
7075-T6 

(7075-T6 
{stainless steel 
I 17-4 PH 
6061-T6 

Table 2 Contacts where one or both surfaces are aluminum 
Number of 

A (10-4 m2) cr(10-6m) M (108N/m2) k (w/m-deg K) data points 

16 

16 

2024-T4 

[2024-T4 
{stainless steel 
I 304 

* 0.05-mm disks; f 3.2-mm plates. 
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Finish 

fiycutter 
turned 
milled 
turned 
lapped 
ground 
rolled 
fiycutter 
shaper 
rolled 
ground 

ground 
ground 

turned 

turned 

turned 
ground 

10.14 
19 
5. 
5. 
1. 

156 
156 
156 
58 
20. 

20.2 

20.3 

20.2 

20.2 

3.0 
3.65 
0.762 
2.44 
0.6 

0.36 
0.71 
2.9 
0.48 
0.81 
2.3 
3.1 
6.6 
0.81 

0.60 
2.8 
2.3 
0.4 
0.5 

10 
10. 
10. 
10. 
18 

13 
13 
13 

20.2 
20.2 
20.2 
20.2 
20.2 

10, 
10, 
15 
15 
15 

200 
170 
190 
190 
35.5 

190 
190 
190 
172 
93 
93 
93 
93 
20.7 

190 
190 
120 
120 
26.7 

o 
3 

26 

6 
7 
4 
25 
13 
15 
18 
13 
12 

20 
32 
7 
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of experimental parameters, the degree of correlation is encourag
ing. In particular the decision to neglect the nominal contact 
area appears justified; variations of up to 40 times in this pa
rameter have not had any appreciable effect on the correlation. 

I t is interesting to note tha t the correlations include measure
ments made on specimens of sheet or plate form. To treat a 
specimen as semi-infinite it is necessary that its dimensions in the 
direction of heat flow should be greater than the limits of the re
gions of disturbance caused by individual macroscopic constric
tions. These limits are smaller than might be thought. I t has 
recently been shown [24] that over 90 percent of the resistance of 
a circular constriction occurs within five constriction diameters 
of the surface. If the diameter of a macroscopic constriction, 
i.e., the envelope of a cluster of microscopic constrictions, is as
sumed to be of the order of the separation of machining ridges, 
say 0.5 mm on a typical turned surface, then any body of thick
ness greater than 2.5 mm can be treated as semi-infinite. For 
sheet material where the striatums are closer together the limit 
might be rather less. 

The hysteresis effect of loading might be a factor in explaining 
the degree of scatter within each correlation. Experimenters 
rarely mention the loading history of their specimens, though as 
Mikic [25] has shown conductances can differ by a factor of four 
or more according to whether they were measured under increas
ing or decreasing load. In certain cases the directional effect 
[11] could also cause valuations. 

A more serious problem is the discrepancy between the correla
tions for stainless steel and aluminum. I t is clear from an in
spection of the 95 percent confidence limits (Figs. 2 and 3) tha t 
the two sets of data do not belong to the same statistical popula
tion. Clearly the dimensional analysis is incomplete. The fact 
that the data for two different materials falls into two well-
defined groups indicates that the missing parameter or parameters 
must represent the intrinsic properties of the material. The 
good agreement of the slopes of the correlations is evidence that 
the other variable involved is dimensionless. 

A possibility is that other surface parameters are involved. I t 
has been suggested [26] that an isotropic surface may be com
pletely specified by two parameters, the rms roughness and the 
correlation length (the distance in which the autocorrelation 
function of the surface profile decreases to a tenth of its initial 
value). Preliminary studies in this department (to be published 
elsewhere), however, indicate that correlation lengths of stain
less steel and aluminum surfaces with similar finishes do not differ 
significantly. Clearly the correlation length of an anisotropic 
surface will depend on the direction of measurement relative to 
the lay. Such a surface will therefore need at least one additional 
parameter to describe its contact properties, and it is possible 
that this parameter may be specific to a particular material. 
Further work on this problem is needed. 

Conclusions 
If the thermal conductance of an interface in vacuo is assumed 

to be independent of the nominal area of contact, the application 
of dimensional analysis has been shown to- yield two dimension-
less numbers, a load number W* = W/o~2M and a conductance 
number C* = C/ak. The high degree of correlation of data from 
the literature plotted in this form has confirmed the assumptions 
of the analysis. The correlations hold over a range of more than 
three orders of magnitude in dimensionless load; in the case of 
aluminum the correlation applies to joints between dissimilar 
materials where there are differences of more than an order of 
magnitude in the thermal conductivities of the contacting 
materials. 

From the point of view of the designer it is convenient tha t 
only three parameters besides the load need to be known to pre
dict the conductance. One of these, the thermal conductivity, 
may easily be found from tables, while the other two, surface 
hardness and rms roughness, can usually be measured in-house. 

I t is also useful that the correlations can be applied to interfaces 
between materials in sheet or plate form, as many practical con
tacts are likely to be of this type. 

In the present correlations only measurements made in vacuo 
have been used. I t has been suggested, however [27, 28], that 
when heat flows between two solid bodies in the presence of a 
conducting fluid the contribution of the fluid to the total conduc
tance is in most practical cases independent of the conductance 
through the contact spots and invariant with load. Evidence 
in support of this hypothesis was provided by Thomas and 
Probert [29], who took a large number of conductance measure
ments made in air and other fluids from the literature and ex
trapolated the best line through each set of data to zero load. 
When this intercept, which was interpreted as the constant fluid 
conductance term, was subtracted from the total conductances 
to give the contact-spot conductances, almost all the sets of data 
were best represented by linear relations between conductance 
and fractional powers of the load. I t would be interesting to re
peat the present correlations with the inclusion of data obtained 
in the above way from the large published body of measurements 
on gas- or liquid-filled contacts. 
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D I S C U S S I O N 

L. S. Fletcher2 

The authors have utilized dimensional analysis in the formula
tion of correlation parameters for the estimation of thermal con
tact conductance in a vacuum. Such an approach has been 
used before, but the results usually have not met with as much 
success as the correlation parameters of the present work. An 
analysis of this type, however, should indicate the limitations 
of the correlation parameters so that they will not be generalized 
beyond their limits of application. 

Although the paper discusses some of the previous work on the 
correlation of thermal contact conductance, several of the more 
extensive correlation investigations have been omitted. In 
particular, the work of Laming [30], Hsieh and Touloukian 
[31], Fletcher [32, 33], and Malkov [34] should be considered in 
a discussion of the correlation of thermal contact conductance. 
In addition, Fried [35] has recently critically reviewed correlation 
and prediction techniques for thermal contact conductance, and 
established some guidelines for the correlation and prediction of 
the contact conductance of a joint. I t would have been in
structive had the authors compared their correlation expressions 
and techniques to those of other investigators. 

One of the recently developed correlation expressions [33] 
complements the present work but includes an additional param
eter for compensation of the variation of mean junction tempera
ture. The correlation parameters were dimensionless conduc
tance C8/Ak and dimensionless contact load (W/AE)fiT,n. 
The surface parameter 8 represented flatness deviation and 
roughness deviation of both surfaces, and the apparent contact 
pressure was made dimensionless with the modulus of elasticity 
E. The mean junction temperature Tm was made dimensionless 
with the coefficient of thermal expansion /3 for the material. 
These parameters were found to correlate both high- and low-
mean-junction-temperature aluminum, stainless steel, brass, 
and magnesium experimental conductance data [32] on one 
dimensionless curve. 

An analysis of some selected data (both ground and sanded 
surfaces [18, 32]) in terms of the present correlation parameters 
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indicated the probable importance of mean junction temperature 
to the correlation Of thermal-contact-conductance data. Al
though these data demonstrated reasonable agreement, lower-
temperature data for the same surface contacts and apparent 
contact pressure were further removed from the correlation 
curves. I t would appear, then, that the inclusion of the effect 
of mean junction temperature would lead to even more successful 
correlation parameters. 
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W. M. Rohsenow3 and B. B. Mikic4 

Dimensional analysis can lead to deceiving results. The 
problem in this paper is that the quantities C ( = q/AT) and W are 
used as significant variables instead of h = C/A — (<7/A)/ATand 
pressure p = W/A. The difference is the A in each denominator. 
Surely q/A and p are more appropriate quantities for this work 
than q and W. 

Using the quantities h, or, k, p, and M, dimensional analysis 
leads to the groups 

ho- p 
— and — 
k M 

equally valid from dimensional analysis, but much better physical 
quantities. The mean slope \p is dimensionless, so dimensional 
analysis cannot tell us where it belongs; however, the theory as 
developed in the authors' reference [10] leads to 

ho- p 

which are the coordinates of Fig. 1 
Using q and W in Fig. 2 instead of q/A and W/A spreads data 

for various test-sample sizes along the line, even though pressure is 
the same. Note five-decade scales in Fig. 2 vs. three-decade 
scales in Fig. 1. 

Note also that the effect of doing the dimensional analysis with 
q and W is not only to remove A from each denominator, but also 
to put a in the denominator of C/ak instead of the numerator 
ho-/k\p where the analysis of reference [10] suggests it should 
properly be. 

We suggest the appropriate way to interpret contact-con
ductance data is with the parameters of Fig. 1 and not those of 
Fig. 2. 

3 Professor, Department of Mechanical Engineering, Massa
chusetts Institute of Technology, Cambridge, Mass. Fellow 
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of the correlation parameters so that they will not be generalized 
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a discussion of the correlation of thermal contact conductance. 
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and prediction techniques for thermal contact conductance, and 
established some guidelines for the correlation and prediction of 
the contact conductance of a joint. I t would have been in
structive had the authors compared their correlation expressions 
and techniques to those of other investigators. 

One of the recently developed correlation expressions [33] 
complements the present work but includes an additional param
eter for compensation of the variation of mean junction tempera
ture. The correlation parameters were dimensionless conduc
tance C8/Ak and dimensionless contact load (W/AE)fiT,n. 
The surface parameter 8 represented flatness deviation and 
roughness deviation of both surfaces, and the apparent contact 
pressure was made dimensionless with the modulus of elasticity 
E. The mean junction temperature Tm was made dimensionless 
with the coefficient of thermal expansion /3 for the material. 
These parameters were found to correlate both high- and low-
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E. Fried5 

The authors of this paper are to be commended for having 
undertaken the tedious task of evaluating, reducing, and pre
senting data of many investigators for the purpose of developing 
a general correlation for thermal contacts in a vacuum. Having 
attempted a number of such empirical correlations, this discusser 
is aware of the difficulty inherent in such a task, especially if the 
objective of such work is to provide results in a form convenient 
for design engineers. 

While Holm's original woi-k on electric contacts [36] has 
provided the basis of a significant portion of the existing thermal-
contact literature, the reason for use of reference [12] in prefer
ence to Tien [9] or Cooper et al. [10] to obtain the authors' di-
mensionless conductance C* and load W* would be of interest to 
many workers in this field. Holm's objection to the use of nomi
nal areas could readily be accommodated by converting the ex
perimental data to conductance C and load W by multiplying 
the appropriate terms by the nominal area before attempting the 
correlation. This was, in fact, done when this discusser supplied 
Holm with experimental data, when Holm prepared reference 
[12]. Having attempted to use it, this discusser agrees with the 
present authors tha t Holm's correlation [12] is inconclusive and 
not suitable for design applications. 

This leads to the question of whether a suitable general cor
relation of thermal-contact conductance exists or can be devel
oped. The present authors have been able to correlate data for 
aluminum joints and data for stainless steel joints, where the 
slopes of the correlation are in good agreement but do not co
incide. Correlations similar to these, but using Holm's [36] 
a-spots (a = radius of contact spots) as the characteristic dimen
sion in the dimensionless conductance number, have been pre
sented by Hsieh and Touloukian [31] and Malkov [34]. Hsieh 
in particular has utilized many of the experimental results cited 
in the present work and in [1] and categorized them according to 
ferrous and non-ferrous materials, wavy and nominally flat sur
faces, and constant a or variable a. Hsieh's correlations also 
show significant scatter, which indicates that there may be a miss
ing parameter. Another general nondimensional correlation 
which deserves citation is tha t by Fletcher [37], who utilized the 
initial gap dimension as a characteristic dimension, in addition 
to a nondimensional temperature. This correlation had remark
ably limited scatter and was the only correlation to consider 
interface temperature explicitly. 

At this point, it is of interest to consider the common features 
of the present and all cited dimensionless correlations. They are, 
with the exception of Fletcher [37], of the form (Conductance 
Number) = Constant (Load Number)™ but differ in the value of 
the constant and in the value of the exponent n. Table 3 shows 

5 Consulting Engineer, General Electric Co., Schenectady, N. Y. 
Mem. ASME. 

I Journal of Heat Transfer 

Table 3 
Load-term 

Conductance exponent 
Reference term Load term (approx.) 

Authors C/crk W/^M 0.73 
Tien [9] Caf-pAk W/AM 0,85 
Cooper et al. [10] Ci/^Ak W/AM 0.99 
Hsieh et al. [31] Ca/Ak W/AM 1.0 
Malkov [34] Ca/Ak W/AM 0.66 

Assumption: 3 X yield strength = M. 

typical forms of the nondimensional correlation terms used. 
From this, it can be seen that the terms other than the load W 
serve to "normalize" the conductance C for different materials, 
surface parameters, and physical properties. I t is also evident, 
as the authors state in their discussion, that present correlations 
are either inadequate or that parts of the experimental data ob
tained and used for these correlations are inadequately defined. 

Additional References 
36 Holm, II., Electric Contacts Handbook, Springer-Verlag, Berlin, 

1958. 
37 Fletcher, L. S., Smuda, P., and Gyorog, D. A„ "Thermal Con

tact Resistance of Selected Low-Conductance Interstitial Materials," 
AIAA Journal, Vol. 7, No. 7, July 1969, pp. 1302-1309. 

Authors' Closure 
We regret that we were unable to discuss references [33] and 

[35] as they did not appear until after our manuscript had been 
submitted. We agree with Fletcher and Fried that inclusion of 
the mean interface temperature is likely to lead to a significant 
improvement in correlation, though it is a parameter which is not 
always readily available from published data. Fletcher's use of 
the elastic modulus in preference to the surface hardness is in
teresting. We are now ourselves of the opinion that surface con
tact in most engineering situations is elastic rather than plastic, 
and of course the elastic modulus is a much more well-defined 
parameter. We hope to repeat our present correlation with an 
appropriate modification. 

The dimensionless groups suggested by Rohsenow and Mikic 
may well be more physically significant than ours, particularly for 
isotropic surfaces. However, the point of our paper was really 
to provide a useful, if limited, correlation using published experi
mental data. Values of surface slopes have not hitherto been 
quoted in the heat transfer literature as the necessary measuring 
techniques have only recently become available and there are dif
ficulties associated with their interpretation. I t is not therefore 
very convenient at present to use ho-/k\p as a dimensionless con
ductance. A more fundamental objection to the suggestion is 
the difficulty of defining a unique value of ip f ° r a n anisotropic 
surface. 
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Heat Pipes in the Magnetic-Field 
Environment of a Fusion Reactor1 

Heat pipes have been proposed for use in environments where there are strong magnetic 
fields such as in controlled fusion reactors. The presence of a magnetic field, can in
fluence the performance of a heat pipe significantly, depending on the heat-pipe geometry, 
its orientation in the magnetic field, the heat-pipe materials and fluid properties, as well 
as the magnetic-field strength. A liquid-metal heat pipe, specifically designed to operate 
in a magnetic field, will employ a compound wick structure with the optimum liquid-
flow passage size larger and the vapor flow passage proportionately smaller than for the 
no-magnetic-field design. The basic conclusion is that the presence of a magnetic field 
always results in a lower maximum heat-flux capability, but the detrimental effects of the 
magnetic field can be greatly reduced by using a heat-pipe geometry optimized for opera
tion in the specific magnetic-field environment. 

Introduction 

H. 
Thermal 
insulation 

IEAT PIPES have received a great deal of attention 
in recent years for application in a variety of thermal devices in
cluding advanced power systems. This particular study of heat 
pipes in magnetic fields was motivated by an imaginative ap
plication of heat pipes in a conceptual design of a controlled 
thermonuclear fusion power system [ l ] . 2 

In a fusion power system, the hot fusion plasma would be in a 
vacuum vessel but would be kept away from the walls by strong 
magnetic fields (Fig. 1). As presently visualized, a substantial 
fraction of the energy release of the fusion reactions would appear 
in the form of high-energy neutrons. The kinetic energy of these 
neutrons would be converted into thermal energy in a moderator 
"blanket" of liquid lithium which would surround the plasma 
just outside of the vacuum vessel. The neutrons would be slowed 
down by collisions with the lithium nuclei, thereby transferring 
the neutron energy to the lithium. The lithium would be carried 
in pipes to a steam boiler where it would act as a heat-transfer 
medium to generate high-temperature steam for a steam power 
plant. 

Unfortunately, the neutrons deposit their energy very non-
uniformly in the lithium blanket. In fact, the energy deposition 
falls off approximately exponentially with radial distance. In 
order to "smooth ou t" this unfavorable power-density profile, 

1 This work performed under the auspices of the V. S. Atomic 
Energy Commission. 

2 Numbers in brackets designate References at end of paper. 
Based on a paper contributed by the Heat Transfer Division and 

presented at the Space Technology and Heat Transfer Conference, 
Los Angeles, Calif., June 21-24, 1970, of T H E AMEBICAN SOCIETY 
OF MECHANICAL ENGINEEES as Paper No. 70-HT/SpT-10. Manu
script received by the Heat Transfer Division March 26, 1970; re
vised manuscript received December 2, 1970. 

•Magnet 
coil 

Fig. 1 Section through a fusion reactor looking along axis of reactor 
(from Homeyer [2]) 

Werner proposed using heat pipes integrated into a specially 
designed vacuum vessel [1]. A simplified schematic diagram of 
this concept is shown in Pig. 2. 

The superconducting magnet coils used to generate the high-
strength magnetic fields must be outside the heavy neutron-flux 
regions. As a result, they would have to be outside the lithium 
blanket. This in turn means that the heat pipes would be inside 
the magnetic-field region. Since it is well known from studies 
of magnetohydrodynamic (MHD) flowmeters and M H D genera
tors that there are pressure losses associated with the motion of 
conducting fluids in magnetic fields, a study was undertaken ' 
to ascertain the importance of the magnetic effects on heat pipes- ; 

In the following sections, the important effects of the magnetic j 
field on the liquid-phase flow in the wick structure are discussed J 
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Heat pipes have been proposed for use in environments where there are strong magnetic 
fields such as in controlled fusion reactors. The presence of a magnetic field can in
fluence the performance of a heat pipe significantly, depending on the heat-pipe geometry, 
its orientation in the magnetic field, the heat-pipe materials and fluid properties, as well 
as the magnetic-field strength. A liquid-metal heat pipe, specifically designed to operate 
in a magnetic field, will employ a compound wic1~ structure with the optimum liquid
flow passage size larger and the vapor flow passage proportionately smaller than for the 
no-magnetic-field design. The basic conclusion is that the presence of a magnetic field 
always results in a lower maximum heat-flux capability, but the detrimental effects of the 
magnetic field can be greatly reduced by using a heat-pipe geometry optimized for opera
tion iJt the specific magnetic-field environment. 

Introduction 

HEAT PIPES have received 11 great deal of attention 
in recent years for application in a variety of thermal devices in
eluding advanced power sy,stems. This particular study of heat 
pipes in magnetic fields was motivated by an imaginative ap
plication of heat pipes in a conceptual design of a controlled 
thermonuclear fusion power system [1].2 

In a fusion power system, the hot fusion plasma would be in a 
vacuum vessel but would be kept away from the walls by strong 
magnetic fields (Fig. 1). As presently visualized, a substantial 
fraction of the energy release of the fusion reactions would appear 
jn the form of high-energy neutrons, The kinetic energy of these 
neutrons would be converted into thermal energy in a moderator 
"blanket" of liquid lithil!m which would surround the plasma 
just outside of 'the vacuum vessel. The neutrons would be slowed 
down by collisions with the lithium nuclei, thereby transferring 
the neutron energy to the lithium. The lithium would be' carried 
in pipes to a steam boiler where it would act as a heat-transfer 
medii.!m to generate high-temperature steam for a steam power 
plant. ' 

Unfortunately, the neutrons deposit their energy very non
uniformly in the lithium blanket. In fact, the energy deposition 
falls off appro~imately exponentially with radial distance. In 
order to "smooth out" this unfavorable power-density profile, 

I This work perf01'med under the auspices of the U. S. Atomic 
Energy Commission. 

2 Numbers in brackets designate References at end of paper. 
Based on a paper contributed by the Heat Transfer Division and 

presented at the Space Technology and Heat Transfer Conference, 
Los Angeles, Calif., June 21-24,' 1970, of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS as Paper No. 70-HTjSpT-10. Manu
script received by the Heat Transfer Division March 26, 1970; re
vised manuscript received December 2, 1970. 
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Fig. I Section through a fusion reactor looking along axis of reactor 
(from Homeyer [2]) 

Werner proposed using heat pipes integrated into a specially 
designed vacuum vessel [I]. A simplified schematic diagram of 
this concept is shown in Fig. 2. 

The super conducting magnet coils used to generate the high
strength magnetic fields must be outside the heavy neutron-flux 
regions. As a result, they would hav~ to be outside the lithium 
blanket. This in turn means that the heat pipes would be inside 
the magnetic-field region. Since it is well known from studies 
of magnetohydrodynamic (MED) fiowlll,eters and MHD genera
tors that there are pressure losses associated with the motion of 
conducting fluids in magnetic fields, a study was undertaken 
to ascertain the importance of the magnetic effects on heat pipes, 

In the following sections, the important etIects of the ma.gnetic 
field on the liquid-phase flow ill the wiek structure are discussed 
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Thermal shield and magnet coil zone 

Plasma zone 

Fig. 2 Schematic of heat-pipe moderator blanket looking along axis of 
reactor (from Werner [1]) 

first. It is shown that a magnetic field affects the performance 
of a heat pipe most strongly when a component of the field is 
perpendicular to the heat-pipe axis and an electrically conducting 
fluid is used along with a metallic wick structure. For this 
situation there are three main effects of the magnetic field, 
each of which increases the pressure drop in the liquid-phase 
flow: 

(a) Electrical eddy currents flow in the liquid in a plane per
pendicular to the fluid velocity, causing thinning of the side-wall 
boundary layers. 

(6) The electrical currents of effect (o) are increased if the 
wick walls are electrically conducting, resulting in a magnetic 
body force in the liquid which opposes its motion. 

(c) Electrical eddy currents flow in "end regions" in a plane 
perpendicular to the magnetic field where the liquid enters or 
leaves the magnetic field or where there are gradients of magnetic-
field strength. 

Each of these important magnetic effects is examined in turn 
and generalized results for the various contributions to the pres
sure drop are derived wherever possible. These results are then 
combined with the vapor-pressure-drop equations to determine 
the optimum heat-pipe geometry for a specific example. The 
optimized design is compared to a conventional heat pipe operat
ing in the magnetic field to show the enormous improvement in 
performance possible with careful design. 

In this paper, a conventional heat pipe means one with a simple 
wick structure characterized by a single capillary pore size rc, and 
will be referred to simply as a Type I heat pipe. 

A more advanced heat-pipe design is one with a compound 
wick structure such as a channel or groove covered on the inside 
by a fine mesh or screen. The channel is of large hydraulic 
diameter to reduce the liquid pressure drop while the screen has 
as small a pore size as practical for efficient capillary pumping. 
Such a compound-wick heat pipe will be referred to as a Type II 
heat pipe. 

Liquid-Flow Pressure Drop in Uniform Magnetic Field 
The pressure gradient of an electrically conducting fluid flowing 

transversely to a uniform magnetic field is a function of the duct 
geometry, the ratio of wall to fluid conductance C, and the Hart-
mann number H. These two important nondimensional param
eters are defined as follows: 

C=-
0£tt>|| 

and 

where aL and aw are the electrical conductivities of the liquid and 
channel wall (including any contact-resistance effects) respec
tively, w\\ is the half-width of the liquid-flow passage in the direc
tion parallel to the magnetic field, tw is the effective channel-wall 
thickness, nL is the liquid viscosity, and B is the magnetic-field 
strength. The parameter C is a measure of the ease with which 
magnetically induced currents can leak through the channel 
walls; the wall current leakage is zero when C = 0 and increases 
to a maximum as C —»• <». 

The Hartmann number H is essentially the ratio of magnetic 
to viscous forces in the fluid. It is a measure of the strength of 
magnetically induced current loops in the fluid. When H = 0, 
we have the ordinary viscous incompressible boundary-layer 
pressure drop; as H increases, the pressure drop increases as a 
function of both H and C, as will be discussed in the following 
paragraphs. 

For flow between parallel plates, there is a simple analytical re
lation for pressure gradient valid for all values of C and H. 
Exact infinite-series solutions exist for other geometries (in par
ticular circular and rectangular ducts), but these are cumbersome 
to use. Fortunately, the pressure drop in these ducts may be 
closely approximated by a simple empirical formula based on the 
parallel-plate solution. 

The pressure gradient of incompressible fully developed laminar 
flow between parallel plates with a uniform transverse magnetic 
field is derived in [3] and may be written 

("£)-
H2 tanh H 

+ 
WC 

H - tanh H 1 + C 
(1) 

•Nomenclature-

a = heat-pipe dimension, see Fig. 7 
A = area 
b = heat-pipe dimension, see Fig. 7 

B = magnetic-flux density 
C = wall-to-fluid electrical-conduc

tance ratio 
= heat-pipe dimension, see Fig. 7 
= hydraulic diameter 
= acceleration of gravity 
= Hartmann number 
= electrical current density 
= channel length 
= heat of vaporization 

pressure 

d 

g 
H 
3 
I 

L 
V = 
P = dimensionless pressure gradient 

ffmox = maximum axial heat-flux density 
in heat pipe 

rc = capillary pore radius 
Re = Reynolds number 

t = wall thickness 
M = velocity in flow direction 
v = velocity perpendicular to flow 

direction 
w = channel half-width 
z = flow-direction coordinate 
7 = surface tension 

Ap = pressure rise or drop 
e = void fraction 
7] = fluid viscosity 

6 = wetting angle 
p = fluid density 
a = electrical conductivity 

Subscripts 

c = heat-pipe condenser 
cap = capillary 

e = heat-pipe evaporator 
L = liquid 

tot = total 
u = uniform magnetic field 
v = vapor 

w = wall 
]| = parallel to magnetic field 
X = perpendicular to magnetic field 
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where u is the average fluid-flow velocity. The first term is just 
the classical Hartmann boundary layer between insulated parallel 
plates. The second term is the pressure drop due to the j X B 
body force on the fluid. 

The pressure gradient for incompressible fully developed 
laminar flow in a rectangular duct with a aniform transverse mag
netic field has been derived for the two cases C = 0 and C = 
<» [4, 5]. The solution in each case is an infinite series. 

A good approximation for the pressure gradient in rectangular 
ducts is [6] 

/ wj\ _ H2 tanh H 
P«(approx, ^ H , — J _ H _ t M h H 

- 3 + P . (H-0 ,^ ) + - ^ (2) 
\ w|| / 1 + C 

where Pa (H = 0, w^/w\\) is the ordinary laminar-flow pressure 
drop. For example, PU(H = 0) is 7.11 for square channels and 
3.0 for infinite parallel plates (wj_/w\\ = co). This approxima
tion is based on the idea that the two basic magnetic effects are 
almost uncoupled and hence additive for rectangular channels 
as they were for infinite parallel plates. For the parallel-plate 
case, the first term of equation (2) yields the correct laminar in
compressible boundary-layer pressure drop of Pu = 3.0 as H —>- 0. 

In order to obtain reasonably accurate results for the rectangu
lar channels as H —*• 0, we have forced equation (2) to yield the 
exact results at H = 0 by adding the second and third terms, 
— 3 + Pu (H = 0, W]_/wi). This empirical equation is also 
exact for very large H and results in only modest errors for inter
mediate H. For example, for C = 0, the errors for aspect ratios 
greater than 0.1 never exceed about 11 percent. For C = a>, 
the errors are almost an order of magnitude smaller. Exact 
results for intermediate values of C reported by Chu [7] are also 
well approximated by equation (2). 

Equation (2) is also a good approximation for the pressure 
gradient in a circular duct (for which P% (H = 0) = 8.0). An 
exact solution based on an infinite series of Bessel functions has 
been derived by Ihara [8]. His results have not been recom
puted, but based on numbers taken from his graphical presenta
tion of the results the maximum error of our approximate formula 
appears to be less than 10 percent. 

There are several effects which equation (2) does not include, 
such as wall roughness and mass addition and removal. In a 
heat pipe, the liquid-flow channels are usually not smooth-walled 
closed ducts. In a Type I heat pipe, the capillary pores may have 
interconnections; in a Type I I heat pipe, the flow channels are 
covered with a layer of fine screen or mesh on one side. The effect 
of wall roughness would result primarily in a modification of the 
•P„(H = 0, Wj_/w0 term in equation (2). 

The effects of mass addition to or removal from the liquid flow 
should be small if 

In a Type I heat pipe, this condition is almost always satisfied 
because of the extremely small hydraulic diameter of the capillary 
liquid-flow channels. In a Type I I heat pipe specifically de
signed to operate in a high transverse magnetic field, the hydraulic 
diameter of the liquid-flow passage and hence the radial Reynolds 
number tend to be much larger. Consequently, the viscous and 
momentum effects will both be important near the channel wall 
which is porous. Further analytical work remains to be done to 
evaluate the magnitude of the momentum effect, and certainly 
experiments will be required to substantiate the results. 

In addition to the above requirement for viscous-dominated 
flow, it is also necessary to insure that the axial Reynolds number 
everywhere be much greater than the radial Reynolds number. 
This condition is easily met in the typical heat pipe everywhere 

except at the extreme ends of the pipe where the axial velocity 
goes to zero. 

In summary, we propose that equation (2) is an excellent an
alytical approximation for the pressure drop in electrically con
ducting fluids flowing in closed channels with conducting walls 
in the presence of a transverse uniform magnetic field. The only 
restriction is that the flow be fully developed laminar and incom
pressible. This condition is almost always satisfied in the liquid 
flow of a Type I heat pipe because the axial Reynolds numbers 
are less than the laminar-turbulent transition value of 2300, and 
the very large length-to-diameter ratio insures tha t the flow-
development effects are negligible. In a Type I I heat pipe the 
hydraulic diameter of the liquid-flow passage is increased such 
that the condition may not be satisfied, at least for the no-
magnetic-field case. However, a strong transverse magnetic 
field both increases the transitional Reynolds number [9] and 
shortens the development length [10], so the fully developed 
laminar assumption may still be valid. We shall assume equa
tion (2) to apply for both types of heat pipes, with or without 
magnetic fields. 

Liquid Pressure Drop due to Magnetic-Field Gradients 
The pressure drop of a conducting liquid at entry into and exit 

from a transverse magnetic field is caused by j X B body forces 
due to eddy currents which flow in the end regions in planes 
perpendicular to the magnetic field [11, 12]. The eddy currents, 
in turn, are driven by the electromotive forces in the end region 
due to the finite V X {u X B) where the magnetic-field strength 
varies. 

For the case of the fusion reactor to be considered shortly, the 
heat pipes are envisioned as being completely within the uniform 
magnetic field. The conventional end loss does not arise for this 
case. However, there is a small loss associated with the addition 
(or removal) of liquid due to condensation (or evaporation). Be
cause of the variable mass flow, the liquid velocity will change 
along the length of the heat pipe, assuming constant flow area. 
This causes a finite V X (u X B) even when the magnetic-field 
strength B is uniform. This nonuniform u X B can drive eddy 
currents analogous to those in the end regions. However, these 
eddy currents should be very weak since the velocity and hence 
u X B decay slowly to zero over the entire length of the con
denser or evaporator section. 

Vapor-Flow Pressure Drop 
The vapor flow in a heat pipe is characterized by mass addition 

in the evaporator region and mass removal in the condenser re
gion. The axial pressure drop in the vapor is the result of three 
effects: the magnetic effects, the viscous effects, and the mo
mentum effects due to mass addition or removal. 

For the usual operating temperatures and pressures of heat 
pipes using metallic working fluids, the magnetic effects on the 
vapor-flow pressure drop are negligible. The two remaining 
effects due to viscosity and momentum changes are strongly 
coupled in that the mass addition to or removal from the vapor 
changes the velocity profile and hence the viscous shear a t the 
wall. The flow regime of primary interest for the application to 
fusion reactors is the high-heat-flux regime. This implies that 
the axial Reynolds number is above the turbulent-flow transition 
value of about 2300 for most of the heat-pipe length and that the 
radial Reynolds number is much larger than unity. In this 
flow regime momentum effects dominate viscous effects. 

There are some excellent experimental results in this flow 
regime by Olson and Eckert [13] for turbulent flows in porous 
circular pipes with uniform injection. Tests were run with both 
fully developed turbulent entrance flows and flows with zero 
entrance velocity at the upstream end (much like a heat-pipe 
evaporator section). The pertinent results are summarized in 
Fig. 6, which shows the nondimensionalized pressure gradient as 
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0.7 

Laminar 
flow theory 

(Ref. 15)-

Fig. 3 Local dimensionless axial pressure gradient in porous lube wi th 
injection as a function of local injection rate; data include f low with zero 
entrance velocity 

a function of the ratio of the local injection velocity at the wall 
vw to the average local axial velocity u. For ratios of vju greater 
than about 0.005, the pressure gradient is accurately represented 
by 

i--°-mm) (3) 

where Cp is between 17.5 and 18.3, u(z) is the local average axial 
(2 direction) flow velocity, and »Mis the uniform injection velocity 
at the wall. Additional experimental data by Wageman and 
Guevara [14] in closed-end porous tubes are available. Their 
experiments were also run in the turbulent-flow regimes with 
high radial Reynolds numbers and yielded a C„ ~ 19.8 for uni
form injection. 

Wageman and Guevara also ran a series of experiments in the 
turbulent-flow regime with uniform suction, which simulates the 
heat-pipe condenser region. They found a Cp ~ 7.8 for this case. 

An exact solution of the Navier-Stokes equations for the lami
nar-flow case is given by Knight and Mclnteer [15]. In the 
limit when the momentum effects dominate the viscous effects, 
they find the following expressions for the axial pressure gradient 
between semi-infinite parallel porous plates with uniform injec
tion or suction: 

injection: 

suction: 

dp 
= - 2 T T 

dp 
dz 

mm 
, /pvii

2\ ]_ Vu 

\ 2 ) Dhu 

(4a) 

(46) 

It is interesting to note that these theoretical solutions for laminar 
flow yield results very close to the turbulent-flow experiments 
(see Fig. 3). This tends to support the idea, that at high radial 
Reynolds numbers where momentum effects dominate, neither 
the flow regime nor the channel shape are important in deter-

long axis of fusion reactor) 

2a = 2 cm 
wl! 
w i 

Heat pipe type 

.1 

rc 

rc 

I I 

a 

b 

Liquid flow channels 

Fig. 4 Heat-pipe cross section looking radially inward toward center of 
reactor 

mining the axial pressure drop. In order for momentum effects 
to dominate, we require that Ile»(r0d) = (p„«J-V»?„) » 1. 

In the following numerical examples we will use the results of 
the turbulent-flow experiments to calculate the vapor-flow pres
sure drop. The following pressure-drop relations are found by 
integrating equation (3): 

evaporator: 

Ap„ = 

condenser: 

Ap„ = + 

C_PE 

16 

n 2 

v \ A to t / 
L2 

5raa 

16 o (l - ^ V 
* \ A tot/ 

(pressure drop) (5) 

(pressure rise) (6) 
U 

where qmax is the maximum axial heat flux divided by the total 
heat-pipe cross-sectional area, A tot, and AL is the liquid-flow-
passage cross-sectional area. We will take CPE ~ 20 and CPC ^ 

Heat-Pipe Application in Magnetic-Field Environment 
Figure 4 shows the cross section of a heat pipe which might be 

used in the blanket of a controlled fusion reactor (the reactor 
axis is envisioned to be oriented in the vertical direction). The 
purpose of the heat pipe would be to transfer heat radially out
ward (out of the paper) from the inner zones of the blanket and 
thus average the power density [1]. The applied magnetic field 
is vertically upward as shown in the figure. The heat-pipe 
axial-vapor-flow direction is out of the paper; the axial liquid 
flow is into the paper. The dimension a is held constant at 1 
cm. Liquid and total cross-sectional areas are computed as 
indicated in the figure. 

The maximum fluid circulation in the heat pipe and hence the 
maximum heat-transfer capability are calculated by requiring 
that 

\APL\ + |AP,| = APoap (7) 

where APoaB is the pressure rise due to capillary pumping and 
APh and APV are the pressure drops in the liquid and vapor, 
respectively. The capillary pumping term may be written 

2y cos 6 
(8) 

where 7 is the surface tension of the liquid, 8 is the wetting angle 
(taken to be zero on the basis of experiments on high-performance 
heat pipes [16]), and rc is the capillary pore radius. The liquid-
pressure-drop term APL is found by integrating equation (2) 
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Fig. 5 Performance of Type I and Type II heat pipes wi th and without 
an applied magnetic field; C = 0.001 

over the length of the pipe. For uniform heat addition and re
moval (mass flow varies linearly with distance) this gives 

|AP I = 9?£"?max 

2wfpLLeAL/Atot 

~ H 2 tanh H / w, \ H2C 1 

x ^—r~rrr - 3 + P ( H = O,^=) + - ^ - (9) 
_H - tanh H \ W\\J 1 + Cj 

where e is the void fraction of the liquid-flow area (approaches 
unity for a Type I I heat pipe; less than unity for a Type I heat 
pipe because of the capillary pore structure). The vapor-pres-
sure-drop term AP„ is given by the sum of equations (5) and 
(6). These relations are substituted into equation (7) and the 
resulting equation is solved for gmax. 

I t is assumed in this solution that vapor and liquid pressure 
equality exists at the condenser end of the heat pipe. Thus, 
equation (7) is written for the total length of the heat pipe. In 
some cases this model can result in a calculated value of VvlVh < 1 
at the evaporator-condenser interface. This implies a meniscus 
profile bulging into the vapor region. I t is argued in [17] that 
this result is unrealistic and tha t for these cases vapor and liquid 
pressure equality should be assumed to exist at the evaporator-
condenser interface. Then equation (7) is writ ten for only the 
evaporator portion of the heat pipe. Calculations were made for 
this alternative model for the cases where it was appropriate, but 
the effects on optimum. AL/Aiot and maximum gmax were found 
to be small. 

Numerical Example 
Equation (7) has been solved for a series of heat-pipe designs. 

These designs will be described and compared in the following 
paragraphs. All the designs have the following characteristics 
in common. They are assumed to employ sodium at 1000 deg K 
as the heat-pipe working fluid. All the sodium properties (listed 
in Table 1) were taken from [18], except for p„ and y which were 
taken from [19, 20] respectively. All heat pipes are assumed to 
have a total length 1 = l m and a height in the B field direction 
2a = 2 cm, see Fig. 4. 

For the Type I heat-pipe designs, the simple wick structure has 
a single average capillary pore radius rc = 0.01 cm. This wick 
structure is assumed to have a void fraction e = 0.8, but tor
tuosity is neglected giving the flow passages an effective length of 
1 m. The average aspect ratio of these liquid-flow passages is 
taken to be unity, so the ordinary laminar-pressure-drop param
eter -P„(H. = 0) » 7.11, assuming roughly square flow passages. 

Table 1 Properties of sodium at 1000 deg K 

Property Symbol Value 
liquid density pi 780.0 kg /m 3 

vapor density p„ 0.0611 kg/m 3 

liquid viscosity 17 £ 1.8 X 1 0 " ' newton-sec/rrr2 

heat of vaporization L 4.07 X 106 joule/kg 
electrical conductivity 

of liquid o- 2 .5 X 106 mho/m 
surface tension y 0 .13newton/m 

For this fixed aspect ratio, the solution of equation (7) for qmax ; s 

dependent only on the area ratio A L/Atot, and not on the areas 
themselves. The wick fills the area AL = 8ab, shown as the 
liquid-flow channels in Fig. 4. 

In general, an optimum pore size exists for a Type I heat pipe. 
For zero magnetic field it can be shown that for the present case 

r.(„t, = 0.00876 ( I ^ - A ^ A V ' o m 
\ A J A tot ) 

which varies from 0.038 cm at A L/A tot = 0.1 to 0.0020 cm at 
A L/A tot = 0.9. The latter value is rather small for a practical 
high-porosity capillary structure. For this reason and also to 
simplify comparison with Type II heat pipes, rc was held constant 
at the intermediate value of 0.01 cm. For the case of large mag
netic field the mathematical optimum rc is extremely small and 
?max is very insensitive to off-optimum variations, so again rc 

was held constant at 0.01 cm. 
The performance of heat pipe Type la was calculated assuming 

H = 0 (i.e., B = 0). As can be seen from the appropriate dashed 
curve of Fig. 5, there is an entire family of designs for different 
ratios A L/A tot- The optimum design, labeled point A, occurs 
a t an area ratio of 0.40 and yields a maximum axial heat flux of 
2.35 kw/cm2 . 

The performance of a second family of heat pipes, Type lb , was 
calculated including the magnetic pressure drop for B = 7 tesla 
and a typical wall conductance ratio C = 0.001. If the heat 
pipe of point A is operated in this magnetic field it will have the 
performance shown by point B on the second dashed curve in 
Fig. 5. Tha t is, for AL/Atot = 0.40, the gmax attainable drops 
from 2.35 to 0.33 kw/cm2 due to the magnetic pressure drops. 
If the new optimum heat pipe with the larger area ratio of 0.75 
is used, a disappointingly small increase in gmax to 0.54 kw/cm2 is 
achievable (point C). The conclusion from this example is that 
Type I heat pipes suffer extremely large performance penalties 
when operated in strong magnetic fields, even when optimized 
for these field conditions. 

Type I I heat pipes with compound wicks can reduce the effect 
of the magnetic pressure losses significantly. For these heat 
pipes, there are two liquid-flow channels with dimensions 2o X 26 
as shown in Fig. 4. The two liquid-flow channels are assumed 
to be separated from the vapor-flow channel by screens with the 
same effective pore size as the simple wicks of the Type I heat 
pipes, namely rc = 0.01 cm. (There is no optimum pore size for 
a Type I I heat pipe—the smaller the better. The value chosen 
is a reasonable lower limit for practical high-porosity screens.) 

The first family of designs, Type Ha, is for 5 = 0. For this 
case, the aspect ratio of the liquid-flow passages is 

Wj_ b __ Atot AL 

w\\ a 8a2 Atot 

The performance capability of the Type Ha heat pipes for Atot " 
3 cm2 is shown as the appropriate solid curve in Fig. 5. The 
best B = 0 performance occurs at point D for the design with the 
rather small AL/Atot = 0.10 and yields a gmnx = 5.05 kw/cm!. 
This is more than double the ?mox for the best Type l a heat pipe 
(point A), and demonstrates that compound wick structures are 
better than simple wicks even with no magnetic-field effects. 

A second family of compound-wick heat-pipe designs was 
calculated for B = 7 tesla and C = 0.001. (These are labeled 
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Type l ib in Fig. 5.) If a heat pipe with the optimum A L/A tot = 
0.10 for the Type Ha heat pipes is operated under these B field 
conditions, it yields the performance shown at point E, that is, 
the qmax is now only 1.15 kw/cm2, down by more than a factor of 
four from the B = 0 performance of 5.05 kw/cm2. 

The optimum Type l ib design for operation in the magnetic 
field (point F) has the larger area ratio of 0.40 and a gmox = 
2.50 kw/cm2, which is over twice that obtainable from the 
original Type Ha design for AL/Aioi = 0.10 operating in the same 
magnetic field (point E). We conclude that it is definitely 
worthwhile optimizing a compound-wick heat pipe for operation 
in strong transverse magnetic fields. 

For B = 7 tesla, the spread between the gmnx for the best 
Type lb heat pipe and the best Type l ib heat pipe is from 0.54 
(point C) to 2.50 kw/cm2 (point F), or almost a factor of five 
difference in performance capability. On the other hand, for 
B = 0, the best Type Ila heat pipe (point D) is only twice as 
good as the best Type la heat pipe (point A). It is clear from 
these calculations that it is even more important to use com
pound-wick heat pipes in the presence of strong magnetic fields 
than for applications with no magnetic fields. 

It should be noted that the liquid Hartmann number for the 
Type II heat pipe with B = 7 tesla is 8250, so the contributions 
of the first and last terms of equation (9) to the liquid pressure 
drop far outweigh the contribution of the ordinary viscous effect 
which depends on the aspect ratio. Therefore, the Type II 
solutions for B = 7 are essentially functions of only AL/A tot and 
not the areas themselves. 

However, there is a constraint on A tot due to the requirement 
for self-priming of the wick if the heat pipe is oriented with respect 
to the gravity vector as shown in Fig. 4. The requirement that 
the total height of the wick, 2a, be wetted in a 1-g gravity field may 
be stated 

7 cos 6 
— 7 — > Pi,g2a 

b 

or, for this example, 

0.68 
.4 tot (cm2) < -——— 

AL/At0t 

A large part of the magnetic pressure loss in the above examples 
is due to the currents which return through the conducting wick 
walls. As a result it would be highly desirable to use a non
conducting wick structure if at all possible. The gains to be 
made if C can be made to approach zero are illustrated in Fig. 6. 

A new family of compound-wick heat pipes, Type lie, has 
I been designed for C = 0 and B = 7 tesla. The new optimum 
! is at AL/Atot = 0.15 (point G), which is much smaller than the 
I optimum area ratio for C = 0.001 (point F) because the magnetic 
I pressure losses are less severe. The improved gmax for C = 0 is 
I 4.37 kw/cm2, almost twice as large as the best C = 0.001 value 
' of 2.50 kw/cm2. We conclude that electrically insulating wick 
I structures can be very beneficial in strong magnetic fields. 
| It should be noted that if it were possible to utilize an elec-
| trically nonconducting working fluid, the best performance of 
J the Type II heat pipes would be 5.05 kw/cm2 if the other fluid 
1 properties remained the same (point D in Fig. 5). That is, a 
I nonconducting working fluid suffers no magnetic pressure losses 
j even if the wick is electrically conducting. However, a non

conducting wick structure can yield a qmax = 4.37 kw/cm2 (point 
G) even with our electrically conducting working fluid (sodium). 
Consequently, if we are forced to use metallic working fluids, the 
effort should be toward developing insulating compound wick 

' structures which permit almost as high a gmax capability in high 
I magnetic fields as is obtainable in zero magnetic fields. 
j As a final example of the detrimental effects of electrically 
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Fig. 6 Performance of Type II heat pipes wi th a strong applied magnetic 
field (B = 7 tesla) for various wa l l conductance ratios 

conducting wicks, the additional case of C = 0.01 (Type l id 
heat pipes) has been plotted in Fig. 6 to show the trends. If 
the wick is this highly conducting, the best possible performance 
occurs at point H for AL/Atot = 0.70, and only yields a gmnx = 
0.77 kw/cm2. Once again it is clear that small electrical con
ductivity of the wick structure (i.e., small C) is an extremely 
important goal for heat pipes using metallic working fluids and 
designed to operate in strong magnetic fields. 

Conclusions 
The presence of a magnetic field can have a profound effect 

on both the optimum design and the ultimate performance 
capability of heat pipes. The following four points must be 
considered in the design of heat pipes for operation in environ
ments where there are strong magnetic fields: 

(a) If at all possible, the heat-pipe axis should be aligned 
with the magnetic field, or an electrically nonconducting heat-
pipe working fluid should be used. Either of these solutions 
will completely eliminate the magnetic pressure drop in the heat-
pipe liquid flow. 

(6) If neither of these ideal solutions is possible, then the 
magnetic losses may be minimized by using a wick structure 
with as small a wall electrical conductance as possible. Example 
calculations show that a factor of five increase in heat-transfer 
capacity can be realized by decreasing the ratio of wall to liquid 
conductance C from 0.01 to zero. 

(c) In all cases (including no magnetic field) the heat-transfer 
capacity may be increased by using a compound wick structure 
with large liquid-flow passages to decrease liquid pressure drop. 
However, the advantage of the compound wick becomes greater 
with increasing magnetic-field strength. Example calculations 
show that a compound-wick heat pipe can have five times the 
heat-transfer capacity of a simple-wick heat pipe for B = 7 tesla. 

(d) In all cases substantial gains in performance may be 
realized by optimizing the liquid-vapor area apportionment in 
the heat pipe for the particular magnetic field to be encountered. 

In summary, the optimum design for a heat pipe using an 
electrically conducting working fluid and operating in a strong 
transverse magnetic field will employ a compound wick structure 
of as low an electrical conductance as possible. Calculations 
show that heat pipes with C = 0.001 can have maximum axial 
fluxes in excess of 2 kw/cm2 even in the presence of transverse 
magnetic fields as strong as 7 tesla. 
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Radiation Energy Density and Radiation 
Heat Flux in Small Rectangular Cavities 
The present paper investigates the impact of one or more small cavity dimensions on the 
radiation energy density and radiation heat flux in rectangular metallic cavities. The 
emphasis of the present analysis is the exact treatment of the modal structure of the elec
tromagnetic field in a small cavity in determining the properties of the thermal radiation 
field in the cavity. The excitation spectrum of the modes is assumed to be given by the 
Planck distribution function. The Poynting theorem is invoked in order to determine 
the radiative heat flux absorbed by the walls from the radiation in the cavity. Variation 
of the dimensions of the rectangular cavity allows the effects of cavity size and shape on 
the radiant energy density and radiant heat transfer to be assessed, particularly in several 
interesting limiting cases. It is found that significant deviations from the classical 
theory occur whenever any of the cavity dimensions satisfy the inequality IT < 1 cm-deg 
K. It is further found that, when two or more of the cavity dimensions satisfy the above 
inequality, the radiant energy density and radiant heat transfer are significantly re
duced in comparison to the results of classical theory. However, when only one dimen
sion is limited, as in the case of a closely spaced parallel-surface geometry, the radiant 
energy density and radiant heat transfer are significantly increased compared to the 
classical theory. 

L 
Introduction 

HE CLASSICAL analysis of the radiation density and 
radiation flux in cavities proceeds from the determination of the 
discrete spectrum of the normal modes of the electromagnetic 
field in a cavity with perfectly conducting walls and thence the 
direct passage to the continuum limit to define the density of nor
mal modes on a spectral basis. The excitation spectrum of the 
normal modes at a given cavity temperature is determined by the 
Planck distribution function. The spectral energy density in the 
cavity is given by the product of the spectral modal density and 
the Planck distribution function. Using this expression for the 
spectral modal density, the total energy density, spectral radia
tion flux and total radiation flux in the cavity, and the spectral 
and total radiation .fluxes absorbed by lossy cavity walls are de
termined. These classical expressions for the radiation density 
and radiation transport properties are valid providing tha t the 
necessary conditions for the passage to the continuum limit are 
satisfied. If the spectral properties of the thermal radiation are 
required, the conditions that must be satisfied for passage to the 
continuum limit are that the spectral interval of concern satisfy 
the inequality 

AX 

T^1 
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and that the cavity dimensions satisfy the inequality 

X 

For the total radiation properties the condition that must be 
satisfied for a valid transition to the continuum limit is tha t 

« 1 

where X refers to the principal wavelength having a significant 
contribution to the energy density, i.e., those wavelengths for 
which.the Planck distribution function has any significant con
tribution. Recently several papers have appeared analyzing 
small spacing effects on radiative heat transfer between metal 
surfaces at low temperature [1-3].1 In all cases the continuum 
limit for the density of normal modes was utilized even though 
the conditions for its application were violated. These previous 
analyses are further suspect since they assumed as a point of de
parture a radiant intensity in the metal based on the Fragstein 
model [4]. Rytov [5] has shown that the Fragstein model is in
correct and has further placed the theory of the thermal radiation 
characteristics of metals on a rigorous foundation. The present 
analysis is the first in a series of three papers intended to place 
fhe theory of radiation heat transfer in small cavities on a solid 
theoretical foundation. Here the effect of the cavity size on the 
energy density and the radiation heat flux to the cavity walls due 
to traveling wayes will be analyzed for an isothermal cavity. 

1 Numbers in brackets designate References at end of paper. 
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The Hagen-Rubens approximation is used to describe the absorb
ing characteristics of the cavity walls simply to illustrate that the 
effect of cavity size on the heat transfer to the walls is determined 
primarily by cayity-size-effect-induced changes in the radiation 
energy density in the cavity. The second paper [6] will consider 
close spacing effects on the heat transfer between metal surfaces 
at low temperature due to traveling waves. Here the anomalous 
skin-effect theory will be used to describe the absorption charac
teristics of the surfaces. A comparison of the results of this 
analysis to analogous results in the present paper will show that 
the ratio of the heat flux to the walls in a large cavity to that in a 
small cavity in the same wall material is almost independent of 
the model used to describe the absorption characteristics of the 
walls. This result justifies the use of the Hagen-Rubens ap
proximation (in the present paper) to describe the wall absorp-
tance in order to describe cavity size effects on the heat-transfer 
characteristics in a nondimensional framework. The final paper 
[7] in this series will consider the contribution of near surface 
waves as well as traveling waves to the heat transfer in metal 
cavities at low temperatures and is based on the rigorous descrip
tion of the thermally induced electrodynamics of metals devel
oped by Rytov. This latter analysis provides results for the trav
eling-wave contribution which are identical with the present 
theory. 

Iri the present paper the impact on radiative heat-transfer 
effects due to the limited number of normal modes of the radiation 
field in rectangular metallic cavities is investigated. Case and 
Chiu have already shown that for a small cubical cavity the radia
tion density departs substantially from its classical value [8]. 
In the present analysis, the cavities are assumed to have walls of 
high conductivity so that the modal structure is not compromised 
by the presence of strongly absorbing walls. The excitation 
spectrum of the modes is assumed to be given by the Planck dis
tribution function. The Poynting theorem is invoked in order 
to determine the energy absorbed by the walls from the radiative 
field in the cavity. Variation of the dimensions of the rectangu
lar cavity allows the effects of cavity size on the radiant energy 
density and radiant heat transfer to be assessed, particularly in 
several interesting limiting cases. These limiting cases include the 
cubical cavity of small dimensions, a rectangular cavity of two 
small dimensions, and the cavity of one small dimension. This 
latter case passes in the limit to an infinite-parallel-surface 
geometry. Generally, it is found that significant deviations 
from the classical expressions for radiant energy density and 
radiant heat transfer occur whenever any of the cavity dimensions 
satisfies the inequality IT < 1 cm-deg K, where T is the cavity 
temperature. This means that due to the graininess in the modal 

structure, the heat transfer departs substantially from the classi
cal value for I < 3Xm. In the present analysis, it is found that 
when two or more of the cavity dimensions satisfy the above in
equality, i.e., IT < 1 cm-deg K, the radiant energy density and 
radiant heat transfer are sharply reduced in comparison with the 
results of classical theory. However, where only one dimension 
is limited, as for example in the case of a closely spaced parallel-
surface geometry, the radiant energy density and radiant heat 
transfer are sharply increased as compared to the classical theory. 

Normal Modes of the Radiation Field 
Consider the eigenvalues and eigenfrequencies of the electro

magnetic field in a vacuum region totally enclosed by rectangular 
conducting walls [9, 10]. The field equations in the cavity are 
given by 

(V 2 + 7c2) 0 - (1) 

where fc2 -= co2/c2. If k, h, and k are the dimensions of the 
cavity, the l it can be readily verified that the electric-field com
ponents ar 

Ei = Ew cos hi sin ki%j sin k3ze ~lai 

Ei = Ew sin hi cos fej/ sin faze 3wt 

E3 = Esa sin ki sin fay cos faze ~-"°( 

(2) 

where the eigenvalues of the separation parameters needed to 
satisfy the boundary conditions are 

niir 
ki nur 

IT 
fa = n37r 

T 
where rai, n2, and n3 are integers, 
are given by 

,l2 

The allowed eigenfrequencies 

c2 = /c2 - [ (TMTMT)" (3) 

I t is clear from equations (2) that at least two of the integers m, 
n%, and 713 must be nonzero in order to have nonvanishing fields. 
The magnetic fields obtained by use of the Maxwell equation V X 
E = J03B automatically satisfy the proper boundary conditions, 
and are seen to be in time quadrature with the electric fields. 
This allows the sum of electric- and magnetic-field energies in the 
cavity to remain constant although the two terms fluctuate 
separately. 

There are, in general, two linearly independent electric-field 

-Nomenclature-
KTl

 n ,n.
 l 

a = = 0.404 —, nondimen-
irhc Am 

sional length 
c = velocity of light, cm/sec 

E = electric-field vector 
Ev — electric-field vector polarized 

in plane of incidence 
Es = electric-field vector polarized 

normal to plane of incidence 
h = Planck's constant/27T, J-sec 

H = magnetic-field vector 
iy, it = unit vectors defining coordi

nate axes 
,- • k 2T 
k — TFi' V" = electromagnetic-

\k\ X 
field propagation vector, 
c m - 1 

K = Boltzmann constant, J /deg K 
I = length of cavity wall, cm 

p(w) = occupation probability given 

by Planck distribution func
tion 

P(w) = Poynting flux per mode, 
w/cm2 

P = total Poynting flux, w/cm2 

P„ = total Poynting flux to wall in 
infinite cavity, w/cm 2 

T = temperature, deg K 
£/(co) = energy density per mode, 

J /cm 3 

U = total energy density, J / cm 3 

tJa, = energy density in an infinite 

cavity, J /cm 3 

V = cavity volume, cm3 

spectral absorp-a(a) = V2eo 

-7 
tance of cavity wall 

= electric permittivity of free 
space, farad/cm 

= wavelength of electromag
netic wave, cm 

\m = wavelength of maximum spec
tral radiant intensity as 
given by Wien displace
ment law = 2.898 X 
10-yr, cm 

fj, = magnetic permittivity of free 
space, henry/cm 

<p = azimuth 

p = electric resistivity of wall, 
ohm-cm 

a = = Stefan-Boltzmann 
15c%3 

constant with respect to ra
diant energy density, J /cm8 

degK 4 

<j' = electric conductivity of wall, 
mho /cm 

6 = colatitude 
co = angular frequency of electro

magnetic field, s e c - 1 
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u/u„ 

Fig. T Energy density in a cavily as a function of cavity size and tem
perature 

vectors for each frequency eigenvalue corresponding to two 
allowed polarization states. For each of these polarization states 
the magnitude of the various electric-field components appearing 
in equations (2) are not independent but satisfy the divergence 
conditions V • E = 0, which can be rewritten as 

fciJSi + hiEt + ksE3 = 0 (4) 

The total field in the cavity is a sum over all possible modes of 
vibration, with intensity factors that depend on the method of 
excitation. For the thermal radiation field in a cavity the in
tensity factor is determined by the occupation probability given 
by the Planck distribution function [11]. 

P(w) 
1 

exp (ftw/KT) - 1 
(5) 

Energy Density in a Cavity. The total energy density in a cavity 
is given by a sum of the average energy per normal mode hup(u) 
over all the allowed normal modes of the cavity; p(co) is the Planck 
distribution factor denned in equation (5). Thus, the energy 
density can be written nondimensionally as 

V 

oa 

IS 1 
47r6 aidiai 

x X)' 
ni, ni, ?i3 = 

(TUVOI2 + rtf/at1 + ra3
2/a3

2)1/! 

= „ exp (niVoi2 + rtf/ch2 + n 3
z M 2 ) 2V/2 (6) 

with 

Oj = 
KTli 

who 

where Um is the energy density in a cavity of infinite volume. 
The prime on the summation occurring in equation (6) and subse
quent summations indicates that no more than one of the summa
tion indices is simultaneously zero. 

The effects of cavity size on the radiant energy density based on 
equation (6) are depicted in Fig. 1. I t should be noted that size 

effects are not important until any one of the a values is less than 
unity. Since a = 0.404Z/A,„, and from the Wien displacement 
law \mT = 0.2898 cm-deg K, we have that a value of a = 1 cor
responds to a wall-dimension-temperature (IT) product of 0.725 
cm-deg K. Thus the numerical value of a approximately defines 
the corresponding value of the IT product expressed in units of 
cm-deg K. For a cubical box, as the a parameter is lowered, 
either through reduction of the size or wall temperature of the 
box, the energy density, in the cavity tends to vanish as a becomes 
smaller than 10_ 1 . The same conclusion also holds for a cavity 
of two small dimensions and one large dimension. If the a 
parameters associated with the two small dimensions drop below 
approximately 10 _ 1 while the other a parameter remains large, 
i.e., o » l , the radiant energy density in the cavity still vanishes 
in a fashion similar to that of a cubical box, albeit in a slower 
fashion. On the other hand, if two of the dimensions remain finite 
as the other dimensions are reduced, as in a parallel-plate ge
ometry, the energy density rises drastically as the small dimen
sion tends toward zero. In Fig. 1 this latter effect is shown par
ticularly for a square cavity with one small dimension. As the 
large dimensions of the box tend toward infinity, the energy 
density approaches the asymptote given by U/V„ = 0.184/ai as 
a function of the small dimension of the box; this is shown in Fig. 
1. For the square box with one small dimension, say ai, then the 
only significant contribution to the radiant energy density accord
ing to equation (6) is for n\ = 0. Hence, in this limit, equation 
(6) reduces to 

1L J16 J _ A 
4**«i** » , , « - - e x P 

ni, UST^O 

(n2
2 + ras2)1/2 

+ n^y/'/Oi] 
(7) 

Evaluation of the sum in the above equation using the Poisson 
summation formula [12] yields in the first order for small values of 
ai the following relationship: 

H „ 1'84 X 10~1 

tJ„ ~ 01 

7.9 X 102 

aiaz 
(8) 

From equation (8) it follows that for infinite parallel metal sur
faces, i.e., a2 = a3 —»• a>, the radiant energy density at small spac
ing distances, i.e., ai <K 1, departs from the classical value as 
U/U„, - * 1.84 X 10-1A»i- This asymptote is shown in Fig. 1. 
This means that in the case of closely spaced metal surfaces of in
finite extent, the modal density corresponding to long wavelengths 
exceeds the classical expression for the density of normal modes 
in the continuum limit for the electromagnetic radiation field. 
The physics underlying this behavior will be discussed in the last 
section of this paper. Where the other dimensions are finite, i.e., 
(H and <z3 ^ 0, then the expression for the energy density departs 
from this asymptotic limit. In particular, when a2 = as, equa
tion (8) indicates to the first order the departure for finite surface 
dimensions of the expression for the energy density from that for 
infinite parallel surfaces. Equation (8) is consistent with the 
degree of departure for the data for a2 = a3 = 1.38 shown in Fig. 
1 for small values of 01 from the asymptotic limit of infinite sur
faces. However, equation (8) does not extend as far as the case 
a2 = a3 = 0.138, data for which are also shown in Fig. 1. For 
the case of the cubical cavity, equation (6) reduces to 

V_ _ 1.2 X IP" 2 

t/„ ~ a* £' 
( V + W2

2 + 7l3
2)1/2 

ni, «2, m~ • 
exp [(m2 + n2

2 + ra3
2)1/2/a] - 1 

(9) 

For ai < 10_ 1 , this above expression reduces to 

U 5.1 X 10-2 
• _.— ~ g —1.41/0 
V„ a1 

(10) 

This expression closely fits the more exact numerical results de
veloped in Fig. 1 for the case of the cubical cavity for small 
values of a. Returning to equation (6) for the cavity of one large 
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dimension, we let a\ and a2 tend toward zero with ai = a2, while 
keeping a3 finite, i.e., a3 y> 1; then for the limiting case we choose 
terms from equation (6) for which n3 ^ 0. Further, the principal 
contribution for these latter parameters will be limited to ni = 
± l o r n 2 = ± l . Thus equation (6) reduces to 

• J? 15 

ir<h'(H 

„—l/ai E 
713= — ' 
7135^0 

\m\/m ( i i ) 

Since a3 is of "reasonable" size, in order to assess the value of this 
latter sum it is necessary to carry out the summation in a com
plete fashion. Utilizing the Poisson summation formula for 
evaluation of this sum, the following asymptotic expression 
results: 

U„ 

9.66 X 10-

a i 3 
- l / a i (12) 

Heat Flux Absorbed by a Cavity Wall 
Now that we have established the magnitude and the behavioral 

characteristics of the radiation energy density in small cavities 
as a function of cavity size and shape, we turn to the question of 
the radiation flux absorbed (or equivalently, emitted) by the 
cavity walls. In order that the presence of absorbing walls does 
not modify the structure of the normal modes appreciably, we as
sume that the spectral-absorption coefficient a(u) of the walls is 
low, i.e., the walls have a high conductivity. We will, in fact, 
utilize the Hagen-Rubens approximation to describe the spectral 
absorption of the walls, i.e., 

a(u) = 2 
2ew 

(13) 

To find the power loss from each mode to a cavity wall, we 
must compute the time average of the Poynting flux correspond
ing to this mode over the area of the wall. The Poynting flux is 
given by [13] 

P = HK (14) 

where £Tt0n is the crest value of the tangential component of the 

magnetic field at the surface. The magnetic-field vector is related 

to the electric-field vectors [see equations (2)] through the Max

well equation H = -— V x l If we take the cavity wall on 

which the power loss is to be evaluated to be the y-z plane at x = 
0, then the tangential components of H are given by 

joifi \" \dz dx / \dx by)) 

and utilizing equations (2) in equation (15), it follows tha t 

(15) 

Hun-H*tim = - — KfaE, 
CO2 /*2 

hiEzoY sin2 k2y cos2 k3z 

+ (hEw - k2E10)
2 cos2 k2y sin2 k3z] (16) 

The average value of the Poynting flux into the wall is therefore 
given by 

P(w) = -
2 

> i C t- -
7 77 I I Htm-H*tmdydi 

kh Jo JO 

8CO2AI2 1 2a' 
i(k3E10 - fa#3o)2 + (fcA, - &2S10)2] (17) 

This gives th? average energy flow into the wall at x = 0 per unit 
area per unit time for a normal mode having the electric-field 
components Ew, Ew, E30 [see equations (2)] and a propagation 
vector having components fa, k2, k3. Consider the coordinate 

system in which polarization states are referred to the plane de
fined by the propagation vector k and the x axis. The electric-
field vector for one polarization state, E„, is defined to be normal 
to this plane, whei'eas the electric-field vector for the second 
polarization state, Ev, is contained within this plane. Substitut
ing the components of the electric-field vectors and propagation 
vector as defined by this coordinate system into equation (19)) 

the average Poynting flux for the two polarization states is given 
by 

(18) 

The spectral energy density associated with a given normal mode 
is simply 

i e r™ rh rh 
2j dxdydz 

(19) 

= - « £ * » + {&,„{• 
16 

where equations (2) have been used to evaluate the integral. 
Further, the spectral energy densities associated with each polar
ization state in the mode are equal; thus, we may write 

U{w) = — eLEos 
1 

(20) 

Now if we denote the average Poynting flux associated with a 
given mode into the wall at x = 0 by P(co), then P(co) = 
P(co)„ + P(o))p, and utilizing equation (13), equation (18), and 
equation (20), we may write 

P ( « ) = — (1 + fa2/|fc|2)a(co)c[/((o) (21) 

The total Poynting flux is simply the sum of the spectral Poynting* 
fluxes over the normal modes; using equations (6), (14), and (21) j 
this total Poynting flux is therefore given by 

P = L P(« = — W— 
„ 87r6 1 a' 

X E' 

aia2a3 

(wiVoi8 + w2
2/«2

2 + w3
2/a32)3/i 

_ „ exp ( m 2 / ^ 2 + n2
2/a2

2 + n3
2/a3

2)1/2 - 1 

+ E' 
(rai2/gi2)(m1

2/oi2 + w2
2/g2

2 + n3
2/i 

exp (n!2/oi2 + n2
2/a2

2 + nj/af) 

'a.')-'/'"I 
'A - 1 J 

(22) 

Equation (22) may be written in complete nondimensional form 
in terms of the parameter P/Pa, where P „ is the radiant heat flux 
absorbed by a wall in a cavity of large dimensions, i.e., P r o = 

0.7661 1v— 
P 0.482 

P „ aia2a3 

X 
~ 00 

03 

+ E' 
ftl, 712, 713 = 

thus we have 

(nS/aS + n2
2/a2

2 + ra3
2/o3

2)3/4 

_ „ exp (rij.'/ai' + M 2
2 / V + n3

2/V)1 /2 - 1 

(n1
2/oi2)(ni2/o1

2 + w2
2/a2

2 + n3
2/a32)""1A" 

_ „ exp (n!2/ai2 + n2*/a2* + ra3
2/a3

2)I/2 - 1 _ 

(23) 

The effects of cavity size on the radiant heat flux absorbed by 
the wall are shown in Fig. 2. The data are presented in terms of 
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Fig. 2 Radiant heat flux to a cavity wall as a function of cavity size and 
temperature 

the nondimensional heat flux absorbed by the cavity walls P /p 00 

as a function of the nondimensional cavity size. For the square 
cavity with one small dimension, say a" then the only significant 
contribution to equation (23) is for n, = O. Hence, in this limit, 
equation (23) reduces to 

~ "'" 4.87 X 10-a {i: (n,'/a,2 + ns2/aa2)'/' 
Pro a,a,aa n2,n,=-00 exp (n,'/a,' + na'/aa')'j, - 1 

-2 I: (24) 
n2= - co 

where a, = aa are the a values corresponding to large dimensions 
of the cavity. Utilizing the Poisson summation formula, equa
tion (24) reduces in the first order to 

P 0.115 0.0338 
(25) 

For parallel metal surfaces of infinite extent, i.e., a, » a" this 
provides the asymptotic limit for the radiant heat transfer for 
small values of a" i.e., a,« 0.1 asP/P", "'" O.ll/a,. This limit is 
depicted in Fig. 2 as the dotted line. For finite values of the 
parameters a, and aa associated with the major dimensions of the 
cavity, equation (25) provides to first order a description of the 
nature of the deviation of the heat transfer from that associated 
with parallel surfaces of infinite extent. 

Consider next a cavity of one large dimension. This dimen
sion can either lie along the surface to which the heat flux is being 
computed, i.e., I, or la, or may correspond to the dimension normal 
to this surface, i.e., 1" We shall consider both these cases. First, 
consider a" i.e., 1" to be finite while a, and aa, with a, = aa, are 
allowed to tend toward zero. From equation (23) we note the 
principal contributions come from terms for which n, ;'" 0; also, 
we should limit ourselves to terms for which either n, ;'" 0 or 
na ;'" 0, and here the principal contribution will be for n, = ± 1 
and na = ± 1. Utilizing these assumptions and the Poisson 
summation formula, to first order equation (23) becomes 

Journal of Heat Transfer 

----- + e- 1/ a, 
1.93 X 10-' 9.26 X 10-') 

a,a.oa, a,l.&a,' 

(26) 

Consider now the case in which a, is finite (i.e., l, is finite), a, and 
aa are small, and a1 = aa. The principal contribution to the 
radiant heat transfer will come from terms for which n, ,e 0 [md 
for which either n, ;'" 0 or n, ;'" 0; again the principal contribu
tions for these latter factors can be limited to n, = ± 1 and n, = 
± 1. Utilizing these assumptions and the Poisson summation 
formula, to first order equation (23) becomes 

(27) 

Note that in equation (26) a, = aa are the small dimensions of the 
cavity, whereas in equation (27) a, = aa are the small dimensions 
of the cavity. Then it is clear to the first order (ignoring a factor 
of 1.5) that for a cavity of two small dimensions, whether both 
small dimensions form the wall to which the heat flux is com
puted or whether only one small dimension is along this wall, the 
heat flux is almost identical in both cases. 

Where all the cavity dimensions are small, i.e., a, = a, = aa and 
a, -+ 0, the principal terms in equation (23) are for n, = ± 1, 
n, = ±l,orn, = ±l,na = ±l,orn, = ±l,na = ±1. Under 
these conditions, equation (23) reduces to 

p "'" 9.8 X 10-' e-1.41/a, 

P'" a,4 .6 
(28) 

Discussion 
We have considered the energy density and flux of thermal ra

diation to the walls of small metallic rectangular cavities. The 
assumption of a cavity with metal walls of high conductivity WtlS 

made to insure that well-defined normal modes of the electromag
netic field constituting the thermal radiation field in the cavity 
should be present. The principal point of departure in these 
analyses from the classical blackbody radiation theory is the exact 
treatment of the discrete spectrum of normal modes occurring in 
the cavity rather than passing to the continuum limit for the 
density of normal modes as is done in classical theory. These 
departures from the results of classical theory take place whenever 
anyone of the cavity dimensions satisfies the inequality IT CS; 1 
cm-deg K. This criterion can also be written in terms of the wave
length of maximum spectral emission for classical blackbody 
radiation as given' by the Wien displacement law. Then the 
above inequality becomes I CS; 3A,.. 

The total radiation energy density in a cavity is determined by 
a sum of the average energy per normal mode liwp(w) over the 
normal modes of the cavity. The resulting expression for the 
radiation energy density in a rectangular cavity is investigated 
in several cases as one or more of the cavity dimensions tends 
toward zero: the cubical cavity, the cavity of two small and one 
large dimension, and the cavity of one small and two large dimen
sions. The latter case is also considered where the two large di
mensions tend to infinity; in this limit, it constitutes a two-di
mensional infinite-parallel-surface geometry. 

From equation (3), we have that the wavelength corresponding 
to a particular normal mode is given by 

and, further, the eigenfunctions for the electromagnetic field in 
the cavity are restricted such that two or more of the integers 71" 

n" and na must be nonzero. This means that for a cubical cavity 
where I = 1, = I, = la the maximum or cutoff wavelength for the 
cavity is given by Amox = V2 I. Thus, to a first approximation, 
the radiation energy density in the cavity may be computed as
suming a continuum density of normal modes given by the Jeans' 
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number with a cutoff wavelength of s/l I; hence, 

J W21 d\ 

„ X'[exp 2irRc/\KT - 1] 

- C° ¥d£ 
« 1.5 X 10-»Z7ra ~~TZ ( 3 0 ) 

In the asymptotic limit where a <SC 1, an integration by parts of 
the integral in equation (30) results in the following expression: 

1 5 X 10 - 2 

U/Ua « - 1 — ^ e - i .« /a ( 3 1 ) 
a4 

This expression is in substantive agreement with the more exact 
expression developed in equation (10). Again, for the cavity of 
two very small dimensions (I = h = k) and one large dimension, 
the cavity cutoff wavelength predicted by equation (29) is 21. 
Thus, one would anticipate an expression very similar to the 
above for the variation in the energy density with respect to the 
classical expression for the energy density, with the principal dif
ference being that because of the difference in cutoff wavelength, 
the argument for the exponential factor would be —1/a instead 
of — 1.41/o. The validity of these arguments is demonstrated in 
the expression for the asymptotic limit for the energy density in a 
rectangular cavity of two small dimensions given by equation 
(12). 

Now consider the radiant energy density in a rectangular cavity 
having two large dimensions, U and U, and one small dimension, lt. 
Assume further that the temperature of the cavity is such tha t 
Am X> l\. Under these conditions, it follows from equation (29) 
that all modes for which ni 9^ 0 essentially do not contribute to 
the thermal energy density S 1 H C 6 A7il,n2iTi3 

<K X,„. Thus the modes 
that do contribute to the thermal energy density under these 
conditions are those for which ni = 0. There are a large number 
of such modes, since for large values of k and l3 there will be a large 
number of combinations of integers for which \t>,„2,m ~ Xm. 
Under these conditions, as the small dimension k of the box tends 
toward zero, the number and therefore the total energy asso
ciated with these modes remains fixed, yet the volume containing 
this total radiant energy decreases as h and thus the correspond
ing energy density increases as 1/k. Since the breakpoint for the 
departure from the classical expression for the energy density 
should occur where k » Am, we should expect for small values of 
h or 01 that 

where we have utilized the Wien displacement law to arrive at the 
final expression in equation (34). This latter estimate is in good 
agreement with the exact expression given by equation (8) for the 
asymptotic limit of the energy density between closely spaced 
infinite metal surfaces. 

To compute the net heat transfer to the cavity walls, the 
Hagen-Rubens approximation has been utilized to illustrate 
cavity size effects on the heat flux absorbed by the walls. The 
power absorbed by the wall for each normal mode is computed 
utilizing the Poynting theorem to compute the fraction of the 
modal power flow to the wall tha t is absorbed by the wall. This 
consideration none too surprisingly shows that the power absorbed 
by the cavity wall for each normal mode is related in a simple 
fashion to the modal energy density. This relationship is pro
vided by equation (21). A sum of the power absorbed by the 
wall for each normal mode over all normal modes results in an 
exact expression for the total radiant heat flux absorbed by a 
cavity wall and is given by equation (23). Since equation (21) 
shows tha t the modal power flow into a cavity wall is related 
directly to the modal radiant energy density in the cavity, it is 
clear that the total radiant heat flux to a cavity wall should 
roughly reflect the cavity size effects on the total radiant energy 
density. This is evident from a comparison of the results for 
the cavity radiant energy density and the radiant heat flux to 
the walls illustrated respectively in Figs. 1 and 2. 
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Radiation Heat Transfer between Closely 
Spaced Metal Surfaces at Low Temperature: 
The Impact of Discrete Modes of the 
Radiation Field 
The present analysis shows that for closely spaced metal surfaces at low temperature, 
the heat transfer due to traveling waves greatly exceeds the results of classical theory. 
The origin of this nonclassical behavior is due to the fact that for closely spaced metal 
surfaces the density of normal modes of the radiation field greatly exceeds Jeans' num
ber. This higher modal density results in a greater than classical energy density in the 
cavity and thus greater heat transfer. The results of this theory are shown to be con
sistent with the experiments of Domoto, Boehm, and Tien on heat transfer between 
closely spaced metal surfaces at low temperatures. 

Introduction 

I I HIS PAPER investigates the effect of the discrete 
modal structure on the propagating portion of the thermal radia
tion field between closely spaced metal surfaces at low tempera
ture. Limiting the analysis to the propagating portion of the 
thermal radiation field means that radiation tunneling (evanes
cent wave) effects [1-3]* are neglected. The analyses begin with 
the spectral radiant energy density in a rectangular cavity as de
veloped previously by Case and Chiu [4]. The Poynting theorem 
is invoked utilizing the approximate expression of Domoto, 
Boehm, and Tien for the spectral absorptance in the anomalous-
skin-effect (ASE) region [5] to compute the flux radiant energy 
absorbed by a wall in terms of the spectral energy density in the 
cavity. A summation over all frequencies of this latter expres
sion provides the total radiant flux to a wall. In this expression, 
two of the dimensions are then allowed to tend toward infinity; 
the resulting expression represents the heat flux to the wall in an 
infinite-parallel-surface geometry. From Kirchhoff's law, this 
latter expression also represents the heat flux emitted by the 
surfaces. The results show that for close spacing of the two 
surfaces, i.e., kT < 0.1 cm-deg K, the radiant heat flux emitted 
by or absorbed by the wall substantially departs from the results 
of classical theory according to the following prescription: 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division June 7, 1971. Paper No. 72-
HT-O. 

P/P*. = 
0.160 

« i 

where numerically 

di = 1.38/ir 

if kT is expressed in units of cm-deg K. 
For metals at low temperature, the ASE theory predicts t ha t 

the spectral-absorption coefficient for a metal is approximately 
temperature-independent. As a result of the temperature-inde
pendence of the spectral absorptance, a simple relationship can be 
derived for the net heat transfer between infinite metal surfaces 
at different temperatures. I t predicts heat transfer at small 
spacing distances that is much greater than the prediction of 
classical theory, and differs substantially from the results of 
earlier wave-interference analyses [3] for the freely propagating 
portion of the thermal radiation field. 

The resulting expressions for the net heat transfer agree very 
well with the measurements of Domoto, Boehm, and Tien [6]. 

Energy Density 
The analysis of Case and Chiu [4] shows that the total spectral 

energy density associated with both polarization states of a nor
mal mode for thermal radiation in a rectangular cavity with per
fectly conducting walls is given by 

U(u) = 
Kb) 

W exp fua/KT - 1 

where the angular eigenfrequencies are determined by 

(1) 

Journal of Heat Transfer AUGUST 1 97 2 / 295 Copyright © 1972 by ASME

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(2ir)»ca 

A2 v>c\ni*/li* + n22/fe2 + » 3 2 A 2 ) (2) 

w i t h rai, rii, a n d m3 be ing i n t ege r s v a r y i n g f rom p lus t o m i n u s in 

finity, b u t l im i t ed s u c h t h a t t w o or m o r e of t h e in t ege r s c a n n o t b e 

zero s i m u l t a n e o u s l y . T h i s l a t t e r r e s t r i c t i on follows f rom t h e 

fac t t h a t no n o r m a l m o d e s of t h i s c a v i t y exis t for w h i c h t w o or 

m o r e of t h e i n t ege r s wi, n2 , or na a re zero [7] . T h e t o t a l ene rgy 

d e n s i t y of t h e t h e r m a l r a d i a t i o n is g iven b y a s u m of t h e s p e c t r a l 

ene rgy d e n s i t y ove r all t h e a l lowed n o r m a l m o d e s . T h e r e su l t i ng 

express ion for t h e t o t a l e n e r g y d e n s i t y is 

u 
Ua 

X 

15 
47TS 

711, 712 

1 
010203 

CO r 
, 713 = — 

[wi2Ma + %7o22 + M,Va»!]1A 

exp [n i 2 /o i 2 + « 2
2 / o 2

2 + n 3
2 /o 3

2 ] 'A 1 
(3) 

w i t h a ; = KTU/irfic, a n d w h e r e U„ is t h e ene rgy d e n s i t y in a 

cav i ty of infini te v o l u m e . T h e p r i m e on t h e s u m in e q u a t i o n (3) 

i nd ica t e s t h e r e s t r i c t i on t h a t t w o or m o r e of t h e in t ege r s c a n n o t b e 

zero s i m u l t a n e o u s l y . If we l e t o2 a n d o3 t e n d t o w a r d infinity, 

t h e n n 2 / o 2 a n d nz/az f o rm a t w o - d i m e n s i o n a l c o n t i n u u m a n d t h e 

s u m s over n 2 a n d n 3 in e q u a t i o n (3 ) c a n b e r ep l aced b y i n t eg ra l s 

w i t h r e spec t t o a t w o - d i m e n s i o n a l J e a n s ' n u m b e r , i.e., 

^2 -*• 2Ta2d3fn*dn* 

w h e r e 

n* = Vns ,* 2 + n 3 * 2 

n?* = n 2 / o 2 

I n th i s l imi t , e q u a t i o n (3) b e c o m e s 2 

U 
l im 

ai, as—>co ^ m ua 

= i 5 _ ± £ /•• 
2TT4 OI „ ^ J, m = — co •/ m 

ra2dn 15 1 

IT 4 a i exp n — 1 

X 
V.«l = l r = 0 v r + l ) 2 J + f(3)r(3)| 3, ( r + 1 ) - + f ( 3 ) r ( 3 ) V (4) 

E q u a t i o n (4 ) is conve rgen t for va lues of Oi < 1; as s u c h i t covers 

a r a n g e of v a l u e s of Oi e x t e n d i n g f rom d r a m a t i c a l l y unc lass ica l b e 

hav io r of U/ Ua,, i.e., U/U » 1 for oi « 0 .1 , t o w h e r e U/ U„ e n t e r s 

2 T h e sums have been wr i t ten in t e rms of incomplete gamma func
tions since they are available in most computer - tape libraries. 
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Fig. 1 Energy density in a cavity as a function of cavity size and tem
perature 

t h e classical r ange , i.e., U/Ua, ~ 1 for ai » 1. T h i s b e h a v i o r of 

U/U„ as a func t ion of oi is s h o w n g raph ica l ly in F i g . 1. F o r 

v a l u e s of oi <•< 1, t h e ene rgy d e n s i t y a p p r o a c h e s t h e a s y m p t o t e 

U_ 

Ua 

1.84 X l O " 1 

Oi 
(5) 

T h i s l a t t e r r e su l t follows in a n o b v i o u s m a n n e r f rom e q u a t i o n (4) . 

T h e e x p l a n a t i o n of t h i s b e h a v i o r r e su l t s f rom t h e fac t t h a t for a 

c a v i t y of one l im i t ed d imens ion , t h e m o d a l d e n s i t y of a low fre

q u e n c y exceeds t h a t g iven b y t h e t h r ee - d imens iona l J e a n s ' n u m 

ber . T h i s cha rac t e r i s t i c of t h e m o d e s i n a c a v i t y of one l imi ted 

d imens ion h a s p rev ious ly been i n v e s t i g a t e d [8] . 

T o u n d e r s t a n d t h i s b e h a v i o r , consider t h e ene rgy d e n s i t y in a 

r e c t a n g u l a r c a v i t y h a v i n g t w o l a rge d imens ions , h a n d k, a n d one 

sma l l d imens ion , k. A s s u m e fu r the r t h a t t h e t e m p e r a t u r e of t h e 

c a v i t y is s u c h t h a t X,„ ^ k. As p rev ious ly s t a t e d , t h e eigenfunc-

t i o n s for t h e e l e c t r o m a g n e t i c field in t h e c a v i t y are r e s t r i c t ed 

s u c h t h a t t w o or m o r e of t h e in tegers rai, n2, a n d n 3 m u s t b e non

zero. U n d e r t he se condi t ions , i t follows f rom e q u a t i o n (2 ) t h a t 

all m o d e s for wh ich n\ ^ 0 essent ia l ly do n o t c o n t r i b u t e t o the 

t h e r m a l r a d i a t i o n d e n s i t y s ince \m,n2,m « Am. T h u s t h e modes 

t h a t do c o n t r i b u t e t o t h e t h e r m a l r ad i a t i on d e n s i t y a re t h o s e for 

w h i c h ?ii = 0. T h e r e a re a l a rge n u m b e r of s u c h modes , s ince for 

l a rge va lues of k a n d k t h e r e will b e a l a rge n u m b e r of combina t ions 

of in t ege r s w2 a n d n 3 for w h i c h \o.m,m " Xm. U n d e r t h e s e condi

t ions , as t h e sma l l d imens ion k of t h e box t e n d s t o w a r d zero, t h e 

n u m b e r a n d there fore t h e t o t a l ene rgy assoc ia ted w i t h t h e s e modes 

r e m a i n s fixed, y e t t h e v o l u m e con t a in ing th i s t o t a l r a d i a n t energy 

decreases as k a n d t h u s t h e co r re spond ing e n e r g y d e n s i t y increases 

as 1/k. S ince t h e b r e a k p o i n t for t h e d e p a r t u r e f rom t h e classical 

n o n d i m e n -
KTl I 

a = = 0.404 — . 
irnc \m' 

s ional l e n g t h 

c = ve loc i ty of l ight , c m / s e c 

e = e lec t ron ic charge , c o u l o m b 

E = electric-field v e c t o r 

& = P l a n c k ' s cons tan t /27r , J -sec 

H = magnet ic- f ie ld v e c t o r 

• .' K 2ir 
" ~ Tri — = e l e c t r o m a g n e t i c p r o p a -

|fc| X 
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P = t o t a l P o y n t i n g flux, w / c m 2 

Pa, = t o t a l P o y n t i n g flux t o wal l in in

finite cav i ty , w / c m 2 
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U(w) 

U 
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F / c m 
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expression for the energy density should occur where k » Xm, we 
should expect for small values of k that 

Previous analyses [8] using this starting point have shown tha t 
the spectral Poynting flux into the walls is related to the modal 
energy density through the equation 

P(w) = ~(l + kMk\*Ma))cU(o>) (11) 

U » U„ 
fU 

ffll 
(6) 

where h is the component of the propagation vector normal to the 
wall in question. Domoto, Boehm, and Tien have shown that in 
the ASE regime the absorptance of a metal surface is given by [5J 

where the Wien displacement law has been used to arrive at the 
final expression in equation (6). This latter estimate is in good 
agreement with the exact expression given by equation (5) for the 
asymptotic limit for small li of the energy density between closely 
spaced infinite metal surfaces. 

Radiant Flux Absorbed by a Cavity Wall 
Equations (1) and (2) describe the spectral characteristics of 

the energy density in a cavity with perfectly conducting walls. 
The next step is to calculate the spectral radiant flux to the walls 

an(P, T) = v(j + ~ ] j l - exp F - ! ( ? ) V a (12) 

P = £ P(OJ) = 3.5 X 10-
4-ir6 £ ' U - e x p [ 

nit nz, 7i3= — oo 

(r^M2 + n2
2/a2

2 

X 

At low temperature for most metals of interest s/S/a <SC 3/4. 
Further, taking Pippard's "standard metal" (N = 6 X 1022 

e/cm3, v = 1.40 X 108 cm/sec)3 [9], we have a t low temperature 

a„(o>, T) » 3.5 X 10- 3{l - exp [ -9 .47 X 10-K>a>!/>]} (13) 

Utilizing equations (1), (11), and (13) we have for the total 
Poynting flux into the wall 

-2 .44 X l O - ^ V W / a i 2 + rtf/af + n3
2/a3

2)1/3]j 

+ n 3
2 /a 3

2 ) , / j + (mV(ii !Xfti'/8i ! + rn'/aj + n s 2 / V ) _ l A ' 

exp (ni2/oi2 + V M 2 + n 3
2 /a 3

2 ) 'A - 1 
(14) 

where the walls have a finite, but large, conductivity. In this 
case, as is done in microwave practice, the modal structure in the 
cavity is assumed, to a first approximation, to be the same as 
that in the case of a perfectly conducting or lossless cavity. The 
Poynting flux to the walls is then determined in the following 
fashion. For perfectly conducting walls, the magnetic com
ponent of the electromagnetic field has an antinode at the walls 
and is responsible for a surface current 

n X B = K 

For a finite, but large, surface conductivity, the magnetic field at 
the wall will still have, to a high degree of approximation, the 
same value and the above expression will hold for the surface 
current. But now, due to the resistance of the walls, there will 
be an average power loss per unit area to the walls given by 

= ^ 5 ReffRs\K\2dS = ~ ReffRa\Hu *dS (7) 

The surface resistance Rs is related to the spectral absorptance of 
the walls through the equation 

Rs = T iVf 

where the prime on the summation indicates that no terms are in
volved where two or more of the integers ni, w2, ns are zero. 
Since the total Poynting flux into the wall is simply the sum of the 
spectral Poynting fluxes and since the spectral Poynting flux 
strongly reflects the spectral or modal energy density, it follows 
that the total Poynting flux should reflect the total energy den
sity in the cavity. As it has already been stated, for an infinite-
parallel-plate geometry at small spacing distances, i.e., kT « 1 
cm-deg K, the energy density exceeds the classical value as U = 
1.84 X 10"1 tla/ai; we would anticipate a similar behavior for the 
Poynting flux to the wall at small values of au If we let a2 and a3 

tend toward infinity, then n^/ch. and n3/a3 form a two-dimensional 
continuum and the sums over M2 and n3 in equation (14) can be 
replaced by integrals with respect to a two-dimensional Jeans' 
number. Proceeding in this manner, equation (14) becomes 

15 <rT4 

lim P = 3.5 X 10- 3 ••z-i- — 
02,03—>co ^7T (i\ 

• V I { l - exp [ -2 .44 X 10 - 2 r 2 / V 2 / 3 ]} 

|oi] 

in' + JuVoiW 

a(u) (8) 
X 

exp n 
n'dn' (15) 

If we take the electric-field vectors for the normal modes in a rec
tangular cavity, they are given by [7] 

Ei = Ew cos fcix sin h^y sin fc3«e_3w< 

El = Ew sin fax cos fay sin feze--""' (9) 

Es = ESo sin kix sin kzy cos ksze~3"t 

where the eigenvalues of the separation parameters needed to 
satisfy the boundary conditions are fci = niir/k, fc2 = ntir/U, and 
k3 = n3Tr/l3. The magnetic-field vector is related to the electric-
field vector through the Maxwell equation H — (l/jo)fi)V X E. 
If we take the cavity wall in which the power loss is to be eval
uated to be the y-z plane where x = 0, then the tangential com
ponent of H is given by 

Finally, expanding the first term in the integrand of equation (15) 
in a power series, this equation may be integrated to yield 

lim P = 3.5 X 10-
02, az—>t» 2TT 4 

y4 » •» <= T 

V £ E £ I (-
ai m = l s = l r = 0 L -

1)' 
(2.44 x io-2r2/a)« 

Htaa — 
1 ( /bEi _ bEA „ / d # 2 _ bEi\ 

ja)fi \ " \ d« Z>x ) " \Z>x by ) 
(10) 

8 These particular values for the electron density and Fermi velocity 
closely approximate those for the noble metals. The Fermi velocity 
for the "standard" metal is within 15 percent of the value for copper 
and aluminum. The electron density of the standard metal is equal 
to that of aluminum but deviates from that of copper by 40 percent. 
However, in the expression for an(u, T) the dependence on N goes as 
N1/* so we are not sensitive to reasonable percentage deviations in N. 
Also, as will become obvious later in the analysis, we are more in
terested in certain ratios involving a„(«, T), so that we will be even 
less sensitive to deviations of a„(a, T) for the real materials of in
terest as compared to the "standard" metal. 
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9 + 2s 

(d-d'r(-+ 2s 
( r + 1) 

n A 

3 + 2a -sc^r^ - — , (r + 1) — 
6 ai 

9 + 2s 

) 

+t±o ' r m (16) 

We may also integrate equation (14) in the continuum limit for oi, 
a2, and a3, tending toward infinity to derive an expression for the 
heat flux absorbed or emitted by the cavity walls in the classical 
limit; the resulting expression is 

20 
P „ = 3.5 X IO-3 <rT4 • V ( - 1 ) " + 1 

X 

IT 

(2.44 X 10 0-^")' / 1 2 + 2 s \ / 12_+ 2 s \ 
(17) 

Figure 2 shows the ratio of the total Poynting flux absorbed or 
emitted by either of the two dimensionally infinite cavity walls in 
the ASE region as a function of ai as given by equation (16) to 
the corresponding flux for large spacing distances given by equa
tion (17). The curve representing these data in Fig. 2 was com
puted using equation (16) for wall temperatures of 5, 10, and 15 
deg K; in all cases, the resulting data fell within 1 percent of the 
curve. I t is reasonable then to suggest tha t the ASE data repre
sented by the corresponding curve in Fig. 1 should hold to good 
accuracy over a much larger temperature range. The data show 
that the heat flux departs from its Classical value for ai < 0.1, 
and for small values of ai satisfies the equation4 

P/P„ = 
0.160 

a i 
(18) 

These data may be translated into absolute heat fluxes using the 
results in Table 1 for Pm at 5, 10, and 15 deg K for ASE theory. 
Figure 2 also shows the ratio of the total Poynting flux absorbed 
or emitted by the cavity walls, assuming tha t the Hagen-Rubens 
approximation holds to these low temperatures.6 

4 This expression for the heat flux for small spacing distances should 
hold down to the point where the spacing distance becomes on the 
order of the electromagnetic skin depth which is given by { = 
V2/«p;<r', For the frequencies characterizing the thermal radiation 
field at low temperature and for high-conductivity metal walls at low 
temperature, 5. < 10 _6 cm. 

6 These analyses were carried out by the present author using the 
same, methodology as contained herein. The basic point of departure 
is that in this case the normal spectral absorptance a„{u, T) becomes 
anC^i T) = 2v2eto/o-'. These results have been previously re
ported [8]. 

Figure 1 indicates that Whether the Hagen-Rubens or ASE 
theory is used to compute the wall absorptance at low tempera
ture, the results for P/P„ are similar. The absolute heat fluxes 
may be obtained using the results for P „ in conjunction with each 
of these two theories; these data are provided in Table 1. The 
absolute heat fluxes for the two theories differ by more than an 
order of magnitude. Nevertheless, the conclusion may be tenta
tively drawn that the ratio P/JP„ is fairly independent of the 
theory used to describe the wall absorptance as long as the theory 
used provides a reasonable description of the absorptance of a 
high-conductivity metal. 

Heat Transfer between Infinite Parallel Plates 
Equation (16) provides a solution for the heat flux absorbed 

by either surface from the equilibrium thermal radiation con
tained between two parallel metal surfaces of infinite extent at 
temperature T. Under equilibrium conditions, this is also equal 
to the heat flux emitted by either surface into the cavity. As has 
been argued by Weiristein [10], this is also equal to the heat flux 
emitted by either of the surfaces even under nonequilibrium con
ditions. Equation (12) indicates tha t at low temperature, spec
tral absorptance of the metal surface is temperature-independent; 
further, the magnitude of the absorptance is on the order of IO - 3 . 
Thus, the heat flux emitted by a given surface will be almost ex
actly equally divided between the two surfaces under ASE-effect 
theory. This would also be the case if the Hagen-Rubens theory 
held to low temperature, for as can be seen from the footnote in 
Table 1, the conductivity of a high-conductivity metal is almost 
temperature-independent at a sufficiently low temperature. 
Hence, we have for the net heat flux between two parallel sur
faces of infinite extent at temperatures 7\ and T% 

3 - \ \HTi) HTi)} (19) 

Using the ASE data presented previously in Fig. 2 and Table 1 in 
equation (19), and comparing these results with the data of 
Domoto, Boehm, and Tien, one finds a disagreement of approxi
mately one order of magnitude. This is none too surprising as 
these authors have' reported tha t the equivalent emittance of 
their copper surfaces for large spacing distances was approxi
mately one order of magnitude greater than the value given by 
ASE theory. However, considering the results of the previous 
section, one can consider the present theory as also describing rela
tive effects, i.e., it predicts the ratio of P/Pa- The radiation 
energy density in a cavity under equilibrium conditions is inde
pendent of the absorption characteristics of the wall material as 
long as it has low enough absorptivity that the normal modes of 
the radiation field in the cavity are well defined. Then, P„ 
measures the degree to which the cavity walls are coupled to the 
radiation field in the cavity through the absorption characteristics 
of the walls. Variation of the cavity dimensions alters the radiant 
energy density of the cavity through a purely geometric effect, 
i.e., only those normal modes are allowed that have wavelengths 
such that antinodes occur at the walls. 

If the walls were gray, then variation of P/Pm with cavity size 
would be exactly proportional to U/ Ua>. Metal surfaces are hot 
spectrally gray; however, the absorption characteristics are in 
general sufficiently spectrally well-behaved tha t the ratio, of 
P/Pa, should be, to the first order of approximation, independent 
of the spectral absorption characteristics of the wall. This is 

Table 1 

5 
10 
15 

Heat fluxes to wal l for infinite cavity 

Poo (ASE) Poo (Hagen-Rubens)* 

1.76 X IO"12 7.87 X IO"14 

4.30 X 10- 1 1 

2.77 X 10- M 
1.77 X IO-12, 
1.04 X IO"11 

* The resistivity is taken to be that of copper p = 1.47 X IO-10 

ohm-cm at 15 deg K, p = 1.64 X 10"10 ohm-cm at 10 deg K, p = i.67 
X 10 -w ohm-cm at 5 deg K. 
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theory and experiment 

illustrated by the results shown in Fig. 3, where the ratios of 
P/Pca, assuming ASE theory and Hagen-Rubens theory, are 
shown to be almost identical. Figure 3 shows a comparison of 
the prediction of the present theory for q/q„ with the experimental 
results of Domoto, Boehm, and Tien. I t is assumed that for the 
latter experimental results, the net heat-transfer measurements at 
the greatest spacing distances used in the experiments represented 
qm. The nondimensional parameter in Fig. 3 is associated with 
the temperature of the hotter surface. Neglecting a maximum 
deviation of 2 percent, the theoretical curve is valid for the highei'-
temperature surface being either 10 or 15 deg K and the lower-
temperature surface at 5 deg K. As can be seen, the present 
theory duplicates the form of the experimental results, but does not 
reflect the temperature-dependence shown experimentally. How
ever, although Domoto, Boehm, and Tien are confident of their 
displacement measurements in a relative sense, they feel tha t 
there was some question of the displacements in an absolute 
sense [11]. I t should be noted in this regard that a shift of the 
curve through the data for T — 15 deg K of Aai = 0.03, i.e., Al 
= —0.00145 cm, provides an almost exact agreement between 
experiment and theory for ai < 0.1, whereas for the curve 
through the data for T = 10 deg K a shift in the curve for the 
data of Aa = +0.04, i.e., Al =• —0.0029 cm, provides good 
agreement between theory and experiment for oi < 0.1 cm. 

Figure 3 also shows the results of the previous wave-interference 
analysis of Boehm and Tien [3]. The previous wave-interference 
analyses of Boehm and Tien were based on a model due to Frag-
stein [12] for the radiation intensity in a metal. The heat trans
fer between metals due to traveling waves was calculated by 
Boehm and Tien based on the radiation-intensity model of Frag-
stein and the application of simple electromagnetic boundary-
value theory to calculate the total radiant interchange between 
metal surfaces resulting from this radiation source. Rytov [13] 
has criticized this type of analysis on the basis tha t there is no 
well-defined radiation field within a highly absorbing medium, and 
therefore any theory based on this assumption is incorrect. The 
present theory would seem to be better founded theoretically, and 
perhaps not too surprisingly, therefore, is in much better agree
ment with the limited experimental measurements. 

I t should be noted, however, tha t because the present analysis 
is based on the coupling between the walls of a cavity and the nor

mal modes of the cavity, it is limited to the contribution to the 
heat transfer due to traveling waves. Previous analyses [1-3] 
have also identified an important contribution to the heat trans
fer due to radiation tunneling, i.e., near surface waves. These 
analyses were based on the model of Fragstein for the radiant in
tensity in a metal and the application of simple electromagnetic 
boundary theory to determine the heat transfer due to damped 
(near surface) waves. The damped waves in these analyses are 
the near surface waves produced in the vacuum region surround
ing a metal surface by the internally reflected portion of the 
radiation field in the metal. The internal reflection is frustrated 
by the near presence of a second metal surface leading to heat 
transfer via the so-called radiation tunneling mechanism [14]. 

The results of these analyses indicated that radiation tunneling 
does not provide a significant contribution to the heat transfer be
tween metal surfaces except when ai < 1 0 - 2 deg K. However, 
the criticism of Rytov is also applicable to these results and they 
are also therefore subject to doubt. A forthcoming analysis [15] 
by the present author will place the theory of heat-transfer con
tributions due to near surface waves on a solid theoretical founda
tion and will show that the contribution to the heat transfer due 
to near surface waves alters the present results in the range of 
nondimensional spacing distances below 10 - 1 . Further, at non-
dimensional spacing distances less than 5 X 10~2, near surface 
waves are the dominant heat-transfer mechanism. 
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The Vaporization of Superheated 
Sodium in a Vertical Channel 
Measurements of the vapor growth patterns and rates following the nucleation of super
heated sodium in a vertical rectangular channel are presented and discussed. The vapor 
was found to grow as a single bubble for incipient bulk-liquid superheats greater than 
about 10 deg C, and this single bubble tended to completely fill the channel cross section 
(except for a thin liquid film on the walls) and to grow as a vapor slug for incipient bulk-
liquid superheats greater than about 50 deg C. The temperature gradients in the liquid 
both normal and parallel to the channel axis prior to nucleation were found to have an 
important effect upon the dynamics of the vapor slug. Experimental data on the vapor 
growth and collapse rates and the associated pressure transients are presented for boiling 
pressures up to 1 atm and incipient superheats up to about 180 deg C. 

His 

Introduction 

IN UNDERSTANDING of the vaporization dynamics of 
superheated sodium is of considerable importance in developing 
safety analyses of sodium-cooled fast breeder reactors (LMFBlls) . 
In this situation, where boiling is generally undesirable, the cal
culation of the safe operating limits of a reactor or the extent of 
damage resulting from postulated accidents is partially de
pendent upon knowledge of the mechanism and rate at which 
sodium may vaporize. 

I t is well known that under normal circumstances liquids will 
boil when their temperatures slightly exceed the saturation level, 
with the resultant generation of a large number of relatively small 
vapor bubbles. However, under certain circumstances (e.g., a 
heating surface highly wetted by the liquid, a lack of nucleation 
sites, or rapid heating or depressurization transients), liquids can 
become superheated substantially above their normal boiling 
temperatures. When nucleation occurs under these conditions, 
the first bubble that forms grows quite rapidly and increases the 
liquid pressure in its vicinity; this can result in a suppression of 
nucleation at other possible sites. This phenomenon has been 
observed in liquid alkali metals [1-4]1 as well as in nonmetallic 
fluids [5-7]. Furthermore, if the liquid is in a channel (as op
posed to a "pool") the initially spherical vapor bubble will de
form and grow primarily in the direction of the channel axis. 

In these earlier experiments, either uniform heating [1-3] or 
depressurization [5-7] of a liquid in a circular tube was used to 
cause superheated boiling; these techniques resulted in either 
radially symmetric or radially uniform profiles of liquid tempera
ture. As a result, the bubble that was formed was also radially 

1 Numbers in brackets designate References at end of paper. 
Based on a paper contributed by the Heat Transfer Division and 

presented at the Winter Annual Meeting, New York, N. Y., Novem
ber 29-December 3, 1970, of T H E AMERICAN SOCIETY OF MECHANICAL 
ENGINEEHS as Paper No. 70-HT-23. Manuscript received by the 
Heat Transfer Division February 27, 1970; revised manuscript re
ceived January 11, 1971. 

symmetric and filled the entire tube cross section except for a thin 
liquid film remaining on the walls. Based on these results, 
several theoretical models of vapor-slug growth in sodium were 
developed, incorporating the observed symmetries [8, 9]. How
ever, the possibility of an asymmetric liquid-temperature profile 
causing the bubble to grow asymmetrically was not examined. 
In the work reported herein, the rectangular-cross-section channel 
was heated on one face only, resulting in an asymmetric liquid-
temperature profile at nucleation, so that possible deviations from 
symmetric vapor growth could be investigated. 

Experimental Apparatus and Procedures 
The detailed design of the apparatus used for the tests reported 

in this paper is available in reference [10]; thus, only the salient 
features will be outlined here. The sodium was contained in a 
vertical tube, made of type 304 stainless steel, the lower section 
having a rectangular cross section of 9.5 X 25.4 mm and a length 
of 500 mm; the upper section was a circular tube with an internal 
diameter of 17.5 mm. The internal cross-sectional area of the 
rectangular section was 2.413 cm2 and that of the tube was 2.405 
cm2. The total length of the tube was 4.3 m. 

Low-power-density heaters along the length of the tube were 
used to establish and maintain a specified vertical temperature 
distribution, while an electron-bombardment heater was used to 
supply a large uniform heat flux to a 50- to 90-mm section of one 
side of the lower rectangular portion of the tube (the back side of 
this portion of the rectangular tube was unheated). This type 
of heating arrangement was employed to assure that nucleation 
would occur in an essentially predetermined region. 

Temperatures were measured using 1.6-mm-dia Inconel-
sheathed C/A thermocouples immersed in the sodium and similar 
0.5-mm-dia thermocouples embedded in the tube wall. The pres
sure of the upper argon gas blanket was measured by a precision 
Bourdon-type pressure gauge, while the liquid pressure in the 
high-heat-flux region was measured by a fast-response ( ~ 4 kHz) 
strain-gauge transducer mounted in a stand-off for temperature 
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protection. The position of the liquid-vapor (bubble) interface 
was detected by passing a constant low-power direct electrical 
current through the tube wall and sodium and measuring the elec
trical potential at various locations along the length of tube. The 
displacement of the top of the liquid column (liquid-gas interface) 
above the growing vapor slug was measured by the use of eddy-
current-type coils which could detect the change in electrical con
ductivity resulting as this interface passed through the field of the 
coils. The coils were located at intervals of 76 m m along the 
upper length of the expulsion tube. 

A typical experiment was conducted in the following manner: 
(a) the gas-blanket pressure was set at some level, (6) the low-
power-density heaters were then used to establish a prescribed 
vertical temperature distribution, (c) the electron-bombardment 
heater was then turned on and maintained at a constant heat flux 
throughout the entire transient period of heating, nucleation, 
vapor growth, and collapse, including the final steady boiling 
condition if it occurred, and (d) the heaters were turned off to 
allow the system to cool prior to the start of a new run. All data 
were continuously recorded on either oscillographs or strip-chart 
instruments. 

I t is of some interest to note tha t considerable difficulty was 
encountered in attempting to superheat the sodium following the 
initial filling of the apparatus. Approximately 6 to 8 weeks of 
repeated boiling and cooling transients were required before an 
incipient-boiling wall superheat greater than about 5 to 10 deg C 
was observed. After this time, the required incipient superheat 
increased to the range from 50 to 200 deg C. An explanation for 
this behavior may be found in an examination of the construction 
of the test section. This rectangular tube was constructed of two 
separate U-shaped channels that were butt-welded together with 
something less than 90 percent weld penetration. Apparently 
these two joints on either side (i.e., the narrow unheated faces) 
provided excellent nucleation sites which became wetted by the 
sodium and partially deactivated only following an extensive and 
lengthy period of thermal cycling. Experimenters should be 
aware of such a problem in order to avoid the possible misin
terpretation of nucleation measurements when such welds are 
near their heating surfaces. 

Experimental Results 
Patterns of Vapor Growth. Since direct visual observations of the 

boiling liquid could not be made, the patterns of vapor growth 
were inferred from indirect measurements. The two measure
ments that were primarily used for this purpose were (a) the total 
displacement of the liquid column and (6) the axial motion of the 
liquid-vapor (bubble) interface. The measurements of the elec
trical potential along the length of the tube during vapor growth 
indicated that the flow regime was that of a single vapor bubble 
expanding against the liquid column for incipient-boiling bulk-
liquid superheats greater than about 10 deg C. At lower super
heats, the presence of many vapor bubbles was apparent. 

The average void fraction could be calculated by noting that 
the total volume of vapor formed equals the product of the column 
displacement and the channel cross-sectional area. Thus, the 
void fraction averaged over the length of the bubble, a, is the 
column displacement divided by the bubble length. Measure-
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Fig. 1 Sodium-column displacement caused by vaporization at T, = 
855 deg C and at large incipient superheats 

ments of the sodium-column displacement and the corresponding 
vapor-slug length indicated that the slug length exceeded the 
column displacement immediately after nucleation, indicating 
tha t the vapor slug does not completely fill the channel cross sec
tion, i.e., a < 1. There was some difficulty in determining the 
precise instant of nucleation, which resulted in an error in relat
ing the transient bubble length and column displacement to the 
same time scale. The criterion chosen in this work for the incep
tion of vapor growth (i.e., nucleation) was the instant at which 
the liquid pressure started to increase. At large incipient super
heats (i.e., AT w > 100 deg C), the pressure rise was relatively 
abrupt at nucleation, resulting in an error in the determination 
of zero time of ± 1 to ± 2 msec. However, at smaller superheats 
(i.e., A?V < 50 deg C), the initial pressure rise was more gradual, 
resulting in an error in the zero-time location of ± 5 to ± 8 msec. 

The calculation of the average void fraction from the bubble-
length and column-displacement data is extremely sensitive to 
these errors in time. As a result of this sensitivity, the average 
void fraction as calculated from the displacement data can only 
be determined within ± 8 0 percent at low superheats (i.e., 0 to 50 
deg C) and within ± 2 0 percent at higher superheats (i.e., greater 
than 100 deg C). Because of this uncertainty in these calcula
tions, it is difficult to draw any hard and fast conclusions as to 
whether or not the bubble initially filled the channel under these 
particular conditions. However, it is clear that as the bubble 
grows larger, the void fraction decreases, indicating tha t the 
bubble does not continually fill the channel as it grows axially. 
This, of course, is due in part to a diminished vapor growth rate 
(and ultimately condensation) as the bubble grows out of the 
high-heat-flux zone into cooler surroundings. 

Under the conditions of an initially asymmetric liquid-tem
perature gradient (normal to the heated surface) of 4 deg C / m m 
and using the mean values of the void fraction, a, from each run, 
it was found that the incipient wall superheat had to be greater 
than about 100 deg C for a to be greater than 0.9. However, if 
the upper limits of a are used, a superheat of only 40 deg C was 
necessary in order to reach a = 0.9. In general, it was observed 

-Nomenclature-' 

A = channel cross-sectional area Lh 

C = channel circumference P 

Cp = specific heat q 

g = gravitational acceleration t 

H = liquid-column displacement U 

hfa = latent heat of vaporization T 

Ja = Jakob number, pCPIAT/pvh/g AT 

L0 = length of liquid column above ot 
vapor slug 8 

length of high-heat-flux zone 
pressure 
heat flux 
time 
time defined in equation (4) 
temperature 

superheat, T — Ts 

average void fraction 
equivalent liquid-film thickness 

K = integration constant defined in 
equation (5) 

p = liquid density 

Subscripts 

g = gas blanket 
I = bulk liquid 

s, sat = saturation conditions at top of 
heat-flux zone 

v, V = vapor 
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Fig. 2 Sodium-column displacement caused by vaporization at T, 
deg C and at small incipient superheats 

851 

tha t the mean void fraction became smaller as the incipient super
heat was reduced, indicating that the vapor bubble filled less of 
the channel cross section. This conclusion is reinforced by the 
observation that for incipient wall superheats less than about 10 
deg C with wall heat fluxes from 55 to 290 W/cm2 no vapor slug 
was formed and the sodium went directly into stable nucleate 
boiling. In the higher ranges of heat flux (greater than about 
200 W/cm2) subcooled boiling was occasionally observed. 

The implication of this interpretation of the data is that the 
symmetric vapor-slug models of references [8, 9] may not apply 
at low incipient superheats (i.e., less than about 20-50 deg C) 
when an asymmetric temperature profile is present due to the 
asymmetric thermal conditions existing around the circumference 
of the vapor slug. If the temperature profile is sufficiently asym
metric (i.e., the temperature gradient sufficiently large) vaporiza
tion and condensation can occur a t opposite faces of a vapor bub
ble and its net growth rate will be affected. This phenomenon 
is most vividly apparent in subcooled boiling, which was observed 
at the larger heat fluxes (i.e., at larger temperature gradients). 

Vaporization Dynamics. As described in the previous section, 
the vapor growth pattern was most likely that of a single bubble 
that filled 40 percent to essentially 100 percent of the channel 
cross section, depending upon the incipient-boiling superheat and 
the temperature gradient in the liquid. In this section the 
vaporization dynamics of the vapor slug will be discussed and its 
dependence upon the superheat and saturation conditions de
lineated. 

In the tests reported herein, the temperature of the liquid so
dium far from the high-heat-flux zone was always maintained at 
approximately 550 deg C, resulting in a large axial temperature 
gradient at incipient boiling. Only the liquid in and near the 
high-heat-flux region was superheated; the liquid above and below 
was subcooled. The result of this temperature gradient was to 
cause an ultimate collapse (condensation) of the vapor slug as it 
grew into the cooler regions of the channel. 

Measurements of the transient liquid-column displacement 
caused by the vapor-slug growth and collapse for several satura
tion temperatures and a variety of incipient-boiling bulk-liquid 
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Fig. 4 Comparison of the predicted column displacement with the ex
perimental data at an incipient superheat of 138 deg C 

superheats are shown in Figs. 1, 2, and 3, where the solid curves 
represent the "best" lines drawn through the data points. These 
data clearly illustrate the importance of the incipient superheat 
in determining both the rate and extent of vapor growth. Al
though if is not shown in these figures, it was observed tha t the 
vapor growth rates were relatively insensitive to the value of the 
wall heat flux in the range of qw == 60 to 140 W/cm2 . Appar
ently, because of the very short heated lengths used in these tests 
(about 50 to 90 mm), the effect of the heat flux is minimized; 
however, if much larger heated lengths are used, the effect of the 
heat flux would be expected to be more important. 

In the tests conducted in the present apparatus, reentry of the 
liquid column always occurred following the initial vaporization. 
The behavior of the liquid after it reentered the heated zone was 
quite erratic and its subsequent vaporization showed no particu
lar dependence upon the value of any of the known parameters. 
I t should be pointed out that if a longer high-heat-flux zone were 
used along with a smaller-diameter channel, this liquid reentry 
might not occur, due to the increased maintenance of the vapor 
pressure in the vapor slug because of the larger surface area of liq
uid film attached to the heated wall and a smaller slug volume per 
unit slug length. 
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Fig. 5 Comparison of (he predicted column displacement with the ex
perimental data at an incipient superheat of 173 deg C 

At large incipient-boiling superheats, the vapor slug essentially 
filled the channel cross section; thus, a simple model of vapor 
growth driven by the initial superheat pressure against the inertia 
of the liquid column with vaporization occurring only in the high-
heat-fiux region can be expected to reasonably model the initial 
phases of the vaporization process. As derived in reference [10], 
this model predicts that the liquid-column displacement for times 
less than U, where 

U = 
2PL0Lh I 1 / ' 

".(IT,) - P , - pU] 

*«> - (i) [^"] 

(1) 

(2) 

and for t > U, 

H{t) = Lh + In H(t') 

(3) 

where the constant K is 

.(T,) - P„ K-u'[—^—-9] 
Lh (4) 

A comparison of the predicted liquid-column displacements, 
equations (2) and (3), with the experimental data is presented in 
Figs. 4 and 5. Because of the large thermal conductivity of the 
liquid sodium, it would be expected tha t the initial vapor growth 
rate would be inertially limited for sufficiently large incipient 
superheats, so that the agreement at small times is not surprising; 
however, at larger times, the model is seen to predict shorter 
bubble lengths than were measured. This is due to the restric
tion in the model tha t no vaporization can occur outside of the 
high-heat-fiux zone; in reality, some vaporization actually does 
occur there. 

These two figures also include the axial temperature profile 
existing in the liquid just prior to nucleation; such information is 
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Fig. 6 The variation of the initial pressure rise at vaporization with the 
incipient superheat 

crucial when comparing vapor growth data to more refined future 
models. 

Pressure Transients. The transient liquid pressure measured 
during the growth and collapse of the vapor slug was qualitatively 
similar to that observed during the rapid transient boiling of 
water and other fluids in a vertical channel [11]. The pressure 
would initially rise to a maximum during the vapor growth and 
then gradually drop to a level considerably below that of the upper 
gas-blanket pressure during vapor condensation. When the 
upper liquid column ultimately impacted with the lower column 
following collapse of the vapor slug, a very sharp rise in pressure 
resulted. The rise time of the initial pressure increase was 
typically 10-40 msec, while that of the impact pressure was about 
0.1 to 0.3 msec. 

Since the initial pressure rise is caused by the rapid vaporiza
tion of the superheated liquid, the maximum value of this pres
sure would be expected to be limited by the vapor pressure cor
responding to the superheat. This was the case in all of the 
tests summarized in this paper. The maximum measured pres
sure rise above ambient is compared to that calculated from the 
superheated-liquid vapor pressure in Fig. 6, and the agreement is 
mostly within the estimated experimental accuracy of the pres
sure measurements ( ± 0 . 1 bar). This finding adds further cre
dence to the assumption in the simple vapor growth model that 
the length of the vapor bubble for short times is determined by 
the pressure corresponding to the initial liquid superheat. 

Conclusions 
A considerable amount of new data on the vaporization dy

namics of superheated sodium in a vertical channel have been 
presented. Analysis of these data indicates that the resultant 
vapor growth pattern is that of a single bubble if the incipient-
boiling bulk-liquid superheat is greater than about 10 deg C. 
However, it appears that an asymmetric radial temperature pro
file may result in the vapor bubble filling only a portion of the 
cross section of the channel (as little as 30 to 50 percent) as op
posed to the symmetric case where essentially complete filling 
was observed [1-3]. As the incipient superheat is increased, this 
asymmetry effect diminishes. For the symmetric bubble (i.e., 
the channel completely filled with vapor except for a thin liquid 
film on the walls) the vapor growth is initially limited by liquid 
inertia, but the subsequent growth is strongly affected by heat 
transfer. Reentry of the liquid into the heated test section was 
found to occur after every initial vaporization, but this phenom
enon is thought to be strongly geometry-dependent. 

The maximum pressure rise associated with vapor growth is 
limited by the vapor pressure of the superheated liquid, which 
provides the initial driving force for vapor growth. 
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Falling-Film Solidification Rates for 
Water inside a Short Vertical Tube 
The purpose of this investigation was twofold: (1) to present the results of an experi
mental investigation of the solidification rates for water at its fusion temperature in 
falling-film flow inside a short vertical tube and (2) to compare the experimental results 
to those predicted from the expression developed by London and Seban [I].1 The ex
perimental data were in good agreement with those values predicted by their expression 
when evaluated on a weight-o]"-ice-formed basis. However, the liquid-solid interface 
radius rs could be determined with reasonable accuracy only for large values of rs. It 
was shown that by increasing the temperature difference across the ice field, closer agree
ment was obtained in both cases. It is believed that erosion of the ice by the liquid falling 
film is responsible for most of the deviations. 

0» 
Introduction 

INE OF the basic types of shell-and-tube exchangers 
employs the principle of a falling liquid film. The fluid is de
livered to the top of a set of vertical tubes and is applied by 
means of a film distributor to the inside surface of the tubes, from 
where it falls by means of gravity, adhering to the inside surface 
of the tubes, to the bottom end and into a receiving tank. This 
paper is concerned with the rate of solidification of water in fall
ing-film flow inside a short vertical tube. 

Many authors have addressed themselves to the solution of the 
solidification problem. London and Seban [1] presented ap
proximate analytical solutions for the slab, cylinder, and sphere 
which were based on the assumption that thermal-capacity ef
fects may be neglected. They also presented experimental 
confirmation of the predicted water freezing rates [2]. COchran 
[3] presented a literature review of several solutions on the 
solidification problem and demonstrated that the one-lumped-
parameter approximation is sufficiently accurate for many 
problems of technical interest. Longwell [4] presented a 
graphical method for the solution of the solidification problem 
taking into account the heat capacity. I t is noted tha t all of the 
above references are concerned with solidification in which the 
liquid is stationary relative to the heat sink. 

Solidification in which the liquid is in motion relative to the 
heat sink has been studied by Siegel and Savino [8] by applying 
analytical procedures to the investigation of a frozen layer tha t 
forms when warm liquid flows over a cold plate. The plate was 
cooled below the freezing temperature of the liquid by a coolant 
flowing along the other side of the plate. Stephan [10] investi-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (without 

presentation) in the JOUHNAL OF HEAT TBANSPEH. Manuscript re
ceived by the Heat Transfer Division May 18, 1971; revised manu
script received September 29, 1971. Paper No. 72-HT-D. 

gated analytically the solidification of fluids flowing along a plane 
wall and through a pipe, assuming a finite ambient heat transfer 
and known heat flux to the solid-liquid interface. Ozisik and 
Mulligan [11] gave an analytical presentation of the transient 
freezing of a liquid flowing inside a circular tube under the as
sumption of a constant tube-wall temperature, constant proper
ties, a slug-flow velocity profile, and quasi-steady-state heat con
duction in the solid phase. 

Lock and Nyren [12] made a theoretical analysis of ice forma
tion in a long circular tube cooled by external convection utilizing 
a regular-perturbation expansion for the temperature and inter
face location. 

Zerkle and Sunderland [13] studied the liquid solidification at 
the inner surface of a circular tube upon laminar-flow heat trans
fer and pressure drop. Steady-state conditions and uniform 
wall temperatures were assumed. Their experimental results 
showed considerable deviations from the theoretical, which was 
attr ibuted to free convection by the authors. 

The purpose of this investigation was twofold: 

1 To present the results of ah experimental investigation of 
the solidification rates for water a t its fusion temperature in fall
ing-film flow inside a short vertical tube. 

2 To compare the experimental results to those predicted 
from the expression developed by London and Seban [1]. 

Experimental Apparatus and Operating Procedure 
The experimental apparatus consisted of a thin-wall copper 

tube mounted vertically in the center of a duct, with 32 deg F 
water flowing as a film on the inside surface of the tube. Ke-
frigerated air of predetermined temperature and velocity passed 
through the duct. This cooled the tube and solidified a portion 
of the water film flowing inside the tube, Figs. 1 and 2. 

The purpose of the water-supply system was to insure that 32 
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Fig. 1 Experimental apparatus 

deg F water entered the copper tube and to establish a falling-film 
flow on the inside surface of the tube. The water-supply system 
was a closed-loop system. From the iced-water reservoir, 32 deg 
F water was pumped to the air-water heat exchanger. Upon 
leaving the air-water heat exchanger the water stream separated 
into two branches. One branch was directed back to the iced-
water reservoir while the other was directed to the ice-crystal 
separator and then through a codling coil to a spray nozzle. The 
nozzle directed the 32 deg F water into falling-film flow inside the 
vertical copper tube. The water leaving the copper tube was 
then directed back to the iced-water reservoir or to a drain. 

The refrigerated-air-supply system was also a closed-loop sys
tem. From a room 17 X 7 X 7 ft, refrigerated air was removed 
by a blower and discharged into the cold-air duct which contained 
the test section. After leaving the test section the air stream 
was directed back to the refrigerated room. The temperature of 
the refrigerated room was maintained by means of a 60,000-
Btu/hr refrigeration unit. Two heating units were placed on the 

COLD 
WATER INLET 

TO RESERVOIR 

SPRAY CHAMBER-

SPRAY NOZZLE-

RUBBER BASE-

Fig. 2 Test section 

suction side of the blower in order to maintain precise tempera
ture control of the cold-aii' stream. The maximum refrigerated-
air-stream velocity to the test section was 33.76 ft/sec. Using 
sharp-edge orifice plates, air-stream velocities were reduced to 
15.4 fps and 5.82 fps. 

The outside coefficient of convective heat transfer ha for the 
tube was determined. In order to compute this coefficient it was 
necessary to measure the heat transferred across the tube wall, 
the temperature difference between the tube wall and outside air 
stream, and the outside area of the tube exposed to the air 
stream. The heat transferred across the tube wall was obtained 
by creating a situation similar to that for the solidification of the 
liquid falling film, except that the heat to be removed was pro
vided by an electric heating element having its power input regu
lated by an autotransformer and measured by a wattmeter. 
The ends of the heating element as well as those of the tube were 
insulated in such a way that only radial heat transfer occurred in 
the region of the tube exposed to the air stream. The measure
ment of the air-stream temperature was obtained by two different 
thermocouple readings, and the outside wall temperature was ob
tained by averaging thermocouple readings at 12 locations. The 
results of these measurements are shown in Fig. 3. 

•Nomenclature-

Bo = 

K = 

h,/ = 
k, = 

*. = 

K = 

L 
In 
M 

specific heat at constant pressure 
of the solidified material, Btu/ 
lbm-degF 

outside diameter of the cylinder, 
ft 

outside convective heat-transfer 
coefficient, Btu/hr-deg F-ft2 

latent heat of fusion, Btu/lb„ 
thermal conductivity of convec

tive fluid, Btu-ft/hr-deg F-ft2 

thermal conductivity of solidified 
material, Btu-ft/hr-deg F-ft2 

thermal conductivity of material 
in cylinder wall, Btu-ft/hr-deg 
F-ft2 

length of cylinder, ft 
logarithms to base e 
mass of solidified material, lbm 

mass of solidified material which 

Q 
r 

t = 
T = 

T„ = 
V„ = 
At = 
Pa = 

would completely fill the cylin
der = p^r?L, lbm 

heat-transfer rate, Btu/hr 
radial position from center of the 

tube, ft 
radial distance to inside boundary 

of film, ft 
radial distance to inside wall of 

the tube, ft 
radial distance to outside wall of 

the tube, ft 
radial distance to liquid-solid in

terface, ft 
time, hr 
fusion temperature of solidifying 

liquid, deg F 
air-stream temperature, deg F 
air-stream velocity, ft/hr 
elapsed time of data run, hr 
density of the ice, lbm/ft3 

Dimensionless Quantities 

M* = dimensionless mass, defined by 
equation (7) 

M* = least-squares curve fit of M* vs. 
T* data 

Nil = Nusselt number = h0D„/kf 

r* = dimensionless radius, defined by 
equation (3) 

f* = least-squares curve fit of r* vs. T* 
data 

R* = dimensionless surface resistance, 
defined by equation (4) 

Be = Reynolds number = V«J)„/vf 

W* = dimensionless cylinder-wall re
sistance, defined by equation 
(5) 

T* = dimensionless time, defined by 
equation (6) 

Te5* = values computed from equation 
(2) 
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Fig. 4 Temperature profile 

At the start of a series of tests, the refrigeration unit was 
activated and the blower turned on in order to obtain the desired 
air-stream temperature. At the same time, the water-supply 
system bypassing the test section was started. During this 
period an ice ba th was provided which surrounded the ice-crystal 
separator and spray chamber. After steady-state conditions were 
obtained, the blower was stopped momentarily in order to insert 
the copper tube into the test section. The supply valve was then 
opened to allow 32 deg F water to enter the test section. The 
blower was then restarted. During the period of the test run, 
the water and air-stream temperatures were monitored to assure 
steady-state conditions. At the end of the test run, the ice 
cylinder was removed from the test section and weighed. The 
inlet flow rate which was held constant through all test runs was 
0.773 lbm /min. The recorded data are contained in Table 1. 

Correlation 
The expression developed by London and Seban [1] for the 

rate of ice formation inside a vertical tube in which the saturated 
liquid is stationary is used to correlate the experimental data for 
the solidification of a liquid falling film. Their expression is 
based primarily on the assumptions that the heat capacity is 
negligible and the properties ps, kB, and c„s are constant for the ice 
field, and is given as (see Fig. 4): 

— r*2 In r* + 1- 1 (1 -
2 T L 4 28* 2W*\ y 

r*2) (1) 

or in terms of the mass ratio M* 

\ (1 - M*) In (1 - * • )* + [ i + JL + - L ] M* 

where 

= -1- = (1 - M*)1/* 
'wi 

„* rwoh„ 

W* = 

-—In — 

fc,(rm - r,)At 

(2) 

(3) 

(4) 

(5) 

(6) 

M* = 
M M 

MT pAr^L 
(7) 

Observations and Conclusions 
The values of M* vs. T * as predicted by equation (2) and the 

values calculated from experimental data were plotted as shown in 
Fig. 5. The following observations and conclusions were made: 

1 For a given value of r* the value of M* predicted from 
equation (2) was in all cases greater than the value computed 
from experimental data. The difference between the predicted 
and experimental values as a percentage of the predicted value 
was computed for various experimental runs as shown in Table 2. 

Table 1 Experimental data 

Run Temp. Difference 
No. T, - Tm, °F 
1 12 
2 12 
3 12 
4 12 
5 12 
6 12 
7 12 
8 12 
9 12 
10 12 
11 12 
12* 12 
13 22 
14 22 
15 22 
16 22 
17 22 
18 22 
19 22 
20 22 
21 22 
22 22 
23 22 
24* 22 
25 32 
26 32 
27 32 
28 32 
29 32 
30 32 
31 32 
32 32 
33 32 
34 32 
35 32 
36 32 
37 32 
38* 32 

* Tube plugging condition. 
Inlet water flow rate M = 350 gm/min 
Outside tube surface = 0.483 sq ft. 

Weight 
M, lb 
0.256 
0.374 
0.463 
0.494 
0.495 
0.567 
0.665 
0.730 
0.739 
0.749 
0.758 
0.763 
0.288 
0.330 
0.342 
0.466 
0.481 
0.585 
0.643 
0.694 
0.747 
0.776 
0.780 
0.821 
0.208 
0.310 
0.406 
0.488 
0.557 
0.612 
0.633 
0.647 
0.667 
0.707 
0.747 
0.767 
0.794 
0.810 

min = 

Time 
(, min 
30.00 
45.00 
60.00 
61.33 
60.00 
75.00 
90.00 

110.00 
105.00 
110.00 
110.00 
114.50 

12.00 
20.00 
20.00 
30.08 
30.00 
40.00 
45.00 
50.00 
55.10 
60.00 
60.00 
63.11 

8.00 
12.50 
17.00 
21.00 
25.00 
27.50 
30.00 
30.00 
32.25 
35.00 
37.00 
39.00 
41.50 
44.02 

0.733 l b m /m in . 
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Fig. 5 Dimensionless mass vs. dimensionless lime 

2 The actual quantity of ice formed M* was from 85 to 95 
percent of the value of M* predicted from equation (2). As the 
value of the temperature difference between the liquid falling film 
and the cold-air stream increased, the predicted and experi
mental values were in closer agreement. I t is believed that part 
of this difference between the predicted and experimental values 
was due to the erosion of the ice by the falling liquid film. This 
erosion effect diminished as the temperature difference increased. 
I t will be remembered that equation (2) does not allow for this 
possibility. 

Also, since the inlet water temperature would be no lower than 
32 deg F, but due to experimental error might be slightly higher, 
the actual quantity of ice formed would always be lower than tha t 
predicted by equation (2). 

3 The equation used to compute the values of r* from the ex
perimental data was: 

1 - M* 
M 

P.%r«,i'L 

which has a derivative of: 

Run 
No. 

1 
2 
5 
7 

14 
16 
18 
21 
26 
28 
31 
35 

dr* 

dM* 

Table 
Temp. 

Difference 

(32-20 )°F 
(32-20 )°F 
(32-20 )°F 
(32-20)°F 
(32 10)°F 
(32-10)°F 
(32-10 )°F 
(32-10)°F 
(32-0 )°F 
(32-0 )°F 
(32-0 )°F 
(32-0 )°F 

1 

2r* 

2 

T* 

0.2471 
0.3707 
0.4943 
0.7415 
0.3021 
0.4544 
0.6042 
0.8323 
0.2746 
0.4614 
0.6591 
0.8129 

M* 
Difference 

15.06%* 
13 .58% 
10.19% 
10.78% 
8.68%* 
9 .40% 
9 . 3 1 % 
6 .37% 
6.54%* 
6 .32% 
7 . 9 5 % 
5 .20% 

(8) 

(9) 

An examination of the rate of change or r* with respect 
to M* shows that as r -*• 0, a slight increase in the mass of ice 
would affect the value of r* greatly. Thus the ability of equation 
(1) to predict an acceptable value of r* should not be expected 
over the range of T * greater than 0.5. However, for r* < 0.5 
the value of r* computed from the experimental data was a maxi
mum of 1.16 times the value predicted by equation (1). As the 
temperature difference across the ice field increased, the predicted 
value of r* and the r* computed from experimental data were in 
closer agreement. 
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Periodic Heat Transfer in Straight Fins 
The characteristics of heat transfer in straight fins with periodic variation of base tem
perature have been determined analytically. The heat-transfer process is governed by 
three dimensionless parameters: the conventional fin parameter N, the frequency 
parameter B, and the amplitude parameter A. The effects of these parameters on the 
instantaneous and average heat flow rates, axial and time-wise temperature distributions, 
and instantaneous and average fin efficiencies are demonstrated by several examples. 
In general, the time-average fin efficiency is reduced by the periodic variation of the base 
temperature. 

Introduction 

H, IEAT THANSFEH in extended surfaces has been ex
tensively studied under various conditions. Most of the studies 
were restricted to steady-state heat transfer. In practice, ex
tended surfaces are frequently employed under unsteady condi
tions. Either the base temperature or the ambient temperature 
may be time-dependent. Recently, Hung1 has presented an 
analysis of the heat transfer in thin fins with stochastic base tem
perature. The root-mean-square temperature and power spec
tral density were calculated with pure stochastic and Markoffian 
base temperature. I t appears the case of heat transfer in thin 
fins with periodic variation of base temperature is not available 
in literature. Many applications of this type of heat-transfer 
process can be found in engineering systems. For example, fins 
attached to electrical or electronic components are frequently sub
jected to periodic heat transfer in automatic control systems. 

This paper presents an analytical method for determining the 
periodic heat-transfer characteristics in straight convection fins. 
The physical parameters which govern the transport process are 
defined. The effects of periodic -variation of the base tempera
ture on the flow rate, fin temperature distribution, and fin ef
ficiency are demonstrated through several examples. 

Analysis 
Consider a thin straight fin with its base temperature varying 

in a periodic manner as shown in Fig. 1. I t is assumed that the 
base temperature th oscillates around a mean temperature tm 

which is greater than the ambient temperature ta. The variation 
of the base temperature is described by the following equation: 

1 Hung, H. M., "Heat Transfer of Thin Fins With Stochastic Root 
Temperature," JOURNAL OP HEAT TBANSFER, TBANS. ASME, Series 
C, Vol. 91, No. 1, Feb. 1969, pp. 129-134. 

Contributed by the Heat Transfer Division for publication (without 
presentation) in the JOURNAL OF HEAT TBANSFER. Manuscript re
ceived by the Heat Transfer Division June 22, 1971. Paper No. 72-
HT-E. 

•±a 
b 

T - * x 
L 

•t t 

T I M E 

Fig. 1 Fin geometry and base temperature 

h - *m = Urn ~ ta)A COS Wd (1) 

where A is the dimensionless amplitude parameter and oi/2ir is 
the frequency of the oscillation. ' I n practice, A is a positive 
number less than unity. 

The governing differential equation of unit depth, under the 
usual assumptions for one-dimensional fins, is 

Z>H 2h 

dx2 bk (t ~ ta) = 
pc bt 

¥ bd 
(2) 

Equation (1) specifies the boundary condition a,tx = L. At the 
tip of the fin, it is assumed that 

= 0 at x = 0 (3) 
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In dimensionlessform, equations ( l ) -(3) become 

d Z 2 N'T = 
bT 

Further, it is proposed that the complex temperature is in the 
form 

dr .. 

0 a t Z = 0 

Tb = 1 + A cos (Br) at J 

d Z 

in which 

N 
~ \ b k ) 

and £ 

= 1 

coL* 

a 

W 

(5) 

(6) 

(7) 

T0 *= A ^ ( Z ) e i B r 

Equations (16)-(18) can therefore be reduced to 

^ - (JV2 + iB)f = 0 

d\p 
-*z = 0 a t Z = 0 
a Z 

1fV = 1 at Z = 1 

(19) 

(20) 

(21) 

(22) 

For large time, a solution can be obtained by letting the fin 
temperature T(X, r) be composed of two components: a steady 
component Ti(X) and an oscillatory component Ti(Xj r ) . The 
two components satisfy the following two sets of equations re
spectively: 

d'Ti 

and 

w -N2T1 = ° 
dTi 
— = 0 at Z = 0 

Ti = 1 a t Z = 1 

&2r2 ,r m ar2 

d r 2 „ 
— = 0 at Z = 0 
OJi. 

= A cos (|3r) at Z = 1 

(8) 

(9) 

(10) 

( i i ) 

(12) 

(13) 

The steady component Ti is obtained immediately through equa
tions (8)-(10) 

Ti = cosh (JVZ)/cosh N (14) 

For the oscillatory component, a complex temperature Tc is de
fined as 

Te = Ti -f- iT, (15) 

where r 3 is the auxiliary part of T2. The auxiliary temperature 
Ts satisfies equations (11)-(13) except the periodic boundary-
condition function has a shift of ir/2, i.e., sin (cod) instead of cos 
(old). The complex temperature Tc is the solution of the follow
ing equations: 

WTr. „ . „ dTr 
N2Te 

d Z 2 

i>Tc 
— = 0 
d Z 

Tc = AeiBr 

= 0 
br 

at Z = 0 

at Z = 1 

(16) 

(17) 

(18) 

The solution of the function \f/ is 

\p = cosh [(u + w)Z] /cosh (u + w) 

in which 

TiV2 + (iV4 + B*)1/2~ll/> )Vn'/ 
L 2 _ J 

(23) 

(24) 

Now, taking !Ts as the real part of Tc, the complete temperature 
solution is obtained 

T(X, T) = cosh (JVZ)/cosh N + (A/C)f(X, r ) (25) 

where 

C = (cosh M cos i>)2 + (sinh u sin w)2 (26) 

f(X, T) = cosh u cos z> [cosh (wZ) cos (vX) cos (d>0) 

— sinh {uX) sin («Z) sin (cod)] 

+ sinh it sin v [cosh (wZ) cos (vZ) sin (cod) 

+ sinh (uZ) sin (vX) cos (w0)] (27) 

I t is noted that the heat-transfer process is characterized by 
three parameters: N, B, and A. The parameter N is the 
standard fin parameter under steady-state conditions; the pa
rameters B and A are the additional ones indicating the oscilla
tory nature of the problem. Among the three quantities, N and 
B, which specify the thermal properties of the fin material (a, k) 
and the geometry of the fin (6, L), are the design parameters upon 
which the performance of the fin depends. 

Discussion of Results 
Heat-Transfer Rale. The heat-transfer rate from the fin may 

now be evaluated in terms of the temperature gradient at the base 

\ c te /*=i 
(28) 

In dimensionless form, it becomes 

•Nomenclature-

A = dimensionless amplitude parameter, 
. equation (1) 

b = fin thickness 
B = dimensionless frequency parameter, 

equation (7) 
c = heat capacity 

C = constant, equation (26) 
/ = temperature function, equation (27) 
h = heat-transfer coefficient 
k = thermal conductivity 
L = fin length 
N = dimensionless fin parameter, equa-

t = 

h = 

T = 

tion (7) 
heat flow rate per unit depth 
average heat flow rate per unit 

depth, equation (30) 
cumulative heat flow rate, equation 

(3D 
fin temperature 
ambient temperature 
fin base temperature 
fin base mean temperature, equa

tion (1) 
U - tj/(tn - U 

Tj, = (k - ta)/(tm - ta) 
u = constant, equation (24) 
v = constant, equation (24) 
x = coordinate 

X = x/L 
a = thermal diff usivity 
i) — fin efficiency, equation (33) 
ij = average fin efficiencyj equation (35) 
6 = time 
r = Fourier constant = a6/L2 

w = frequency 
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Fig. 2 Effect of parameter N on heat flow rate 

= N tanh N 

qdd = 
&ft(C - «„) 

JV tanh N (30) 

The average heat flow equals that of the steady-state case. This 
fact is indicated by the symmetrical curves shown in Figs. 2 to 4. 
The cumulative heat flow over a complete cycle is determined 
from equation (29) 

2TT 

Q. r 
Jo 

qdd (31) 

U.3 

0.4 

•H0.3 
1 

e 

^0 .2 
J3 

**0, l 

0 

-0,1 

1 1 1 1 
A= o 

K A=o.i 

> ^ 0,01 

\ l>0 

B=5.0 

1 1 1 1 

1 ! 1 
N=0.5 
N=0.5 / 

1 1 1 

l ^ _ l 

' -

" ~~~-^ 

' 

-

-

1 1 
7T 

we 

Fig. 3 Effect of parameter B on heat flow rate at N = 0.5 

27T 

+ — {sinh (2u)[u cos (u>6) — v sin (wd)] 

- sin (2v)[v cos (w0) + M sin (w0)]} (29) £ 

Thus, the heat-transfer rate is also composed of two components. 
The steady component is characterized only by the conventional 
fin parameter N. The oscillatory component is affected by all 
three parameters N, B, and A. 

Some representative graphs of the heat flow rate are shown in 
Figs. 2 to 4. The effect of the parameter N is indicated in Fig. 2, 
in comparison with the steady-state case, for A = 0.1 and B — 1. 
The instantaneous heat flux follows a periodic variation as it 
oscillates around a mean value which is the heat-transfer rate at 
steady state. The variation of the parameter N has no effect on 
the amplitude of the oscillation. The phase difference changes, 
however, with the change of N. The minimum heat flow occurs 
at 0.67r/co for N = 0.2 and at 0.87r/co for N = 1, while the mini
mum base temperature occurs at 7r/co. A shift of phase implies a 
time difference. Thus the heat flow rate leads the temperature 
variation by 0.47r/co at Ar = 0.2 and by 0.2-ir/a at N = 1. 

Figs. 3 and 4 show the effect of the parameter B on the heat 
flow rate at AT = 0.5 and, A'' = 0.1 respectively. In both cases, 
the amplitude of the oscillation is greatly affected by the param
eter B. The effect is less when the fin is operated at low frequency 
or the fin material is of high thermal diffusivity. I t is interesting 
to note that negative heat flow results at larger values of B, i.e., 
high frequency or low thermal diffusivity. This phenomenon is 
enhanced when the parameter N is small as shown in Fig. 4. 
The negative heat flow implies a back heat flow from the fin to 
its base due to the thermal inertia of the fin. However, the 
oscillation of the heat flow has no effect on the average heat flow 
over a period of 2ir/oi. From equation (29), it yields 

Fig. 4 Effect of parameter B on heat flow rate at N = 0.1 

2TTN tanh N 

pLbCp(tm - ta) B 
(32) 

The fact that the cumulative heat flow of a complete cycle de
creases with the increase of the frequency parameter B is apparent. 
The actual time 27r/co over which Qc is calculated is proportional 
to l/B. 

Temperature Distribution. The temperature distributions are in
teresting since they describe the detailed manner in which the 
heat transfer is affected by the oscillation of fin temperature. An 
inspection of equations (25)-(27) reveals that the oscillatory tem
perature component is directly proportional to the amplitude 
parameter A and is related in a complicated way to the parameters 
B and N. Some representative graphs are shown in Figs, 5 to 7 
to demonstrate the effect of B and Â  on temperature distribution. 
Fig. 5 shows the axial temperature distribution at A = 0.1 and 
5 = 1, corresponding to the heat flow graphs in Fig. 2. Again, 
the axial temperature varies with time around a mean value 
which is the steady-state temperature. I t is interesting to note 
that the sign of the temperature gradient at the fin base changes 
with time at smaller values of N, Fig. 5(a). The negative 
gradient explains the back heat flow as indicated in Fig. 2. At 
larger values of N, the gradient remains positive which results in 
no back heat flow. 

The effect of the parameter B on axial temperature distribution 
is shown in Fig. 6 at N = 0.1 and A = 0.1, corresponding to the 
heat flow graphs in Fig; 4. I t is clear that the parameter B 
causes a larger axiai temperature variation and produces nega
tive heat flow. Further calculation shows that this effect is re
duced when the parameter iV is increased. Some time-wise 
temperature variations are shown in Fig. 7. Comparison with 
the imposed variation at fin base (X = 1) shows tha t a t a given 
axial position, both the amplitude and phase of the temperature 
oscillation are affected by the variations of B and N. The ampli-
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Fig. 5 Effect of parameter N on axial temperature distribution 

Fig. 7 Representative curves of t ime-wise temperature variation 
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Fig. 6 Effect of parameter 6 on axial temperature distribution 

tude decreases and the phase difference increases with the in
crease of B. I t appears tha t the parameter N has no significant 
effect on the oscillation of temperature. Only a large change of 
temperature level in the axial direction is produced by the varia
tion of N. 

Fin Efficiency. The heat-transfer performance of the fin can be 
expressed in terms of the fin efficiency, which is defined as the 
ratio of the actual heat transfer to heat transfer from fin surface 
at base temperature 

- 7T/2 

37T/2 

- ( C ) B=5.0 
1 1 1 

OjZJL^^l 

;__~rr5=» 

i i A r ' i i i • 

V = 2(4 - ta)Lh 
(33) 

Substituting equations (1) and (29) into the above equation 
gives the instantaneous fin efficiency 

tanhiV 
V = 2V(1 + A cos cod) 

N*C L 
_L " l i • v. i, • i cos M ) 
+ ^rr. (M smh u cosh u — v cos v sin v) — 

N*C V 1 + A cos (w0) 

— (v sinh u cosh u -{- y, cos y sin t>) 
sin (o)0) 

1 + A cos (&>0)_ 
(34) 

I t has been noted that both the temperature and heat flow are 
composed of a steady component and an oscillatory component. 
Contrary to this fact, all components of the fin efficiency in equa
tion (34) are time-dependent. A larger oscillation of t] is thus 
expected. On the other hand, the efficiency is time-independent 
if the denominator and the numerator in equation (33) are in 
phase. These facts are demonstrated in Figs. 8 and 9. I t is seen 
in Fig. 8 tha t the efficiency is practically time-independent at 
larger values of N. The amplitude of the oscillation increases 
significantly as the parameter N is reduced. The effect of 
parameter B is shown in Fig. 9. The oscillation of the efficiency 
increases with the increase of B. This effect is enhanced at small 
N. An examination of Figs. 2 to 4 reveals that the phase dif
ference between the base temperature and the heat flow is smaller 
at large N and small B; the phase difference becomes larger when 
N is reduced and B is increased. 

Finally, in the evaluation of fin performance, it is more mean
ingful to determine the average fin efficiency over a complete 
cycle. The average fin efficiency is defined as 

4-n 

CO C <" 
i)dO (35) 

Substituting equation (34) into the above equation gives 

A . _ tanh N 
V = JV(1 - 4 2 ) 1 / ! + 2-rrCN1 (u sinh u cosh w — v cos v sin v)I 

(36) 
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Fig. 8 Effect of parameter N on instantaneous fin efficiency 

where 

1(A) 
s*2w cos (ud) 

+ A cos (cod) 
d(oi8) (37) 

Some representative graphs of the average efficiency are shown in 
Fig. 10 for A = 0.1 and A = 0.05. It is noted that the oscillation 
of base temperature affects the average efficiency only when the 
parameter JV is sufficiently small. For small values of JV, the 
parameters B and A reduce the average efficiency significantly. 
The behavior can be explained by considering the limiting cases 
of equation (36). It can be shown that 

JV -* 0 for B ^ 0, A ^ 1 

(1 - A*)1'* 
as JV -* 0 for B (38) 

- * 0 as JV -*• 

Conclusions 
An analytical method has been developed to determine the heat-

transfer process in straight fins with periodic variation of base 
temperature. The process is governed by three parameters: JV, 
B,a,ndA. 

The heat flow rate, temperature, and fin efficiency exhibit a 
periodic oscillation with the imposed base temperature. The 
amplitude and phase of the oscillatiqn depend on the three pa
rameters. The oscillation is enhanced when the parameter JV is 
reduced or the parameter B is increased. 

Back heat flow occurs when JV is small. The oscillation of heat 
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Fig. 9 Effect of parameter B on instantaneous fin efficiency 

ISr-

Fjg. 10 Average fin efficiency 

flow has no effect on the time-average heat flow rate. 
The time-average efficiency is practically not affected by the 

oscillation of base temperature when JV > 1. When JV < 1, the 
time-average efficiency is reduced by the increase of parameters 
Band A. 
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Condensation on a Downward-facing 
Horizontal Rippled Surface 
An analytical investigation is presented for film condensation on a downward-facing 
horizontal doubly rippled surface. Small undulations having constant radius of curva
ture are combined with larger cylindrical grooves designed to aid condensate runoff. 
A direct expression for the condensate film thickness at the top of an undulation crest, 
as well as on a small-diameter horizontal cylinder, is derived. An upper-bound ex
pression for the condensation rate on the rippled surface is then obtained which predicts 
that the condensation rate will be five times the rate attainable on a flat horizontal surface 
of the same projected area. This analytical expression is compared with experimental 
data. 

L 
Introduction 

[ HE KAPIDLY increasing use of high-speed high-power 
electronic components has necessitated the development of elec
tronic cooling systems which employ boiling heat transfer to di
electric fluids. For systems requiring a high degree of reliability 
and long operating life, the vapor generated must be condensed 
and recirculated. In the design of pool boilers for electronic com
ponents, space limitations and packaging constraints dictate the 
use of horizontal condensing surfaces of minimum area. I t is, 
therefore, important to examine techniques for augmenting heat 
transfer in condensation of dielectric fluids on horizontal surfaces. 

Condensation occurs when a subcooled surface is exposed to 
saturated or supersaturated vapor. The liquid condensate 
formed at the surface normally spreads out and establishes a 
stable film. Condensation then occurs on the vapor-liquid inter
face and the heat released is conducted through the liquid film to 
the condenser surface. However, when the liquid does not wet 
the surface, individual droplets form, condensation occurs on the 
drop surface, and the released heat is conducted through the liquid 
drops to the condenser surface. Most of the heat transfer in 
dropwise condensation occurs through drops in early stages of 
growth; as a result heat-transfer coefficients in dropwise condensa
tion are typically one or two orders of magnitude higher than in 
film condensation [ l ] . 1 Dropwise condensation thus appears to 
be the obvious technique for increasing the rate of condensation. 
However, in order to maintain this mode of condensation on a 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMEBICAN 

SOCIETY OP MECHANICAL ENGINEERS and presented at the AIChE-
ASME Heat Transfer Conference, Denver, Colo., August 6-9, 1972. 
Manuscript received by the Heat Transfer Division March 29, 1971. 
Paper No. 72-HT-33. 

condensing surface, the surface must be treated with a promoter 
which repels the liquid molecules while being strongly attracted 
to the surface itself. 

A substantial amount of work has been done in identifying 
successful promoters for dropwise condensation of water vapor 
and some organic vapors [2]. However, due to the extreme wet
ting characteristics of fluids generally used in electronic cooling, 
no promoters have been found for these fluids. As a consequence 
other augmentation techniques must be considered. 

In film condensation the rate of heat transfer is governed by 
thermal conduction thi'ough the liquid film adhering to the sur
face. Consequently, if augmentation of film condensation is to 
be achieved, some way must be found to thin the liquid film. In 
1953, Gregorig [3], while studying condensation on wavy sur
faces, noted tha t surface tension could give rise to large pressure 
gradients in the liquid film due to the varying curvature of the 
condensate surface. Large pressure gradients necessarily lead to 
thin films, and coefficients of heat transfer several times greater 
than those observed in normal film condensation can be achieved. 
Gregorig thus proposed that improved vertical condenser tubes 
could be made by placing grooves of the proper geometric form 
parallel to the tube axis. The profile suggested by Gregorig 
utilized a gradually decreasing solid-surface curvature to produce 
a very thin, but nearly uniform, condensate film. The same 
general concept is also valid for a solid surface of constant curva
ture, which is easier to form in practical applications. This gen
eral technique has since been extended to horizontal condenser 
tubes [4] and vertical-tube preheaters and evaporators [12-14], 
but cannot be directly applied to flat horizontal surfaces. 

On downward-facing plane horizontal surfaces, condensate re
moval is normally accomplished by drop formation resulting from 
the growth of disturbances on the liquid-vapor interface [5]. 
Consequently, it is not sufficient to provide undulations on the 
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Fig. 1 Photograph of doubly rippled surface

curvature, this pumping can be achieved against the force of
gravity.

From the trough the condensate flows by gravity along the
arch of the grooves provided in the surface. At the base of the
arch, the condensate drips off the surface.

Analysis
At the Undulation Crest. The condensate on a surface undulation

shown in Fig. 2 forIllS a laminar film which flows along the surface.
Considering a small-volume element rod'IF(o - x), assuming
that the film is thin, 0 « ro, and neglecting 'IF-direction momen
tum changes, a force balance may be written .in the 'IF direction as

condenser surface; instead a two-dimensional profile as shown in
Figs. 1 and 2 is required to facilitate proper draining of the con
densate. The doubly rippled surface developed for this study
consisted of 18 parallel semicircular grooves of 0.125-in. radius on
a 5.75-in. square plate. The internal surface of the grooves con
tained sinusoidal-like undulations with constant 0.015-in. radius
of curvature. 2 The total surface area of the doubly rippled sur
face was 2.38 times its projected area.

On such a surface, the vapor condensed on the crest of an undu
lation is pumped by surface-tension forces into the undulation
trough. Along the crest, the film thickness, and hence the radius
of curvature of the liquid-vapor interface, increases with increas
ing angle 'IF. The static pressure in the thin liquid film decreases
with increasing 'IF, thus yielding the pressure gradient required to
pump the condensed liquid into the trough. For small radii of

dv
-p, - rod'IF

dx
- (J cos a sin 'IF(p - pv)(o - x )rod'IF

2 This dimension was suggested by the characteristics of the surface
developed by Gregorig [3 J.

+ op" (0 _ x)d'IF (1)
0'IF

---Nomenclature---------------------------

(J

(J

hi.'
k
p

pu

ro
R
S

surface area
projected area of rippled surface
nondimensional parameter de-

fined in equation (15)
gravitational acceleration
gravitational constant, 32.17 lbr

ft/lbm-sec
heat-transfer coefficient
latent heat of condensation or

evaporation
hlo + 0.68cp (T, - T e)

thermal conductivity
pressure
refers to pressure gradient due to

surface tension
radius of curvature of undulation
grOove radius
distance along curved surface

T temperature
v velocity

w ratio of crest to trough diameters
x, y coordinate axes

IX angle along groove, measured
from the vertical

r mass rate of condensate flow per
unit width

'Y condensate film thickness in un-
dulation trough

o condensate film thickness on un-
dulation crest

}" nondimensional condensate film
thickness

p, dynamic viscosity
p mass density
(j = surface tension

'IF angle along crest, measured from

the vertical
~ nondimensional crest angle de-

fined in equation.( 15)

Subscripts

c condenser surface
cr refers to undulation crest
m average value
o at 'IF = 0, top of crest
8 saturation

tr refers to undulation trough
v vapor

Superscript

= average value

Fluid properties pertain to the liquid phase
unless otherwise noted.
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where the pressure gradient dpa/d^ is due to surface-tension 
forces. Rearranging terms 

dv i>p, 
- u — rod1*' = 

g cos a sin^(p — p 

dx d^ bpa/crfr 
£']<«- x)d¥ 

(2) 

For values of g cos a sin \p(p — p„)ro/(dp(r/d
1Jr) < ~ 0 . 1 , the 

gravitational term may be neglected relative to the surface-ten
sion term. This relationship is strictly valid at ^ ~ 0 and 
a c~ 7r/2 and is approximately valid throughout the range 0 < \Er 

< x / 2 and 0 < a < w/2 along the undulation crests of the surface 
considered. The elimination of the gravitational term reduces 
the complexity of equation (2) and can be expected to yield an 
upper-bound solution for the rate of condensation on a down
ward-facing undulation. 

As a consequence of the thin-film assumption and the constant 
curvature of the solid surface for 0 < ^ < TT/2, and in the interest 
of maintaining an upper-bound solution, changes in the center of 
curvature of the interface can be neglected. As a result, the pres
sure difference across the curvature of the liquid-vapor interface 
for 0 < ^ < ir/2 is given by 

V - Vv 
n + 8 

But pv is constant, and consequently 

dp* d8 

or, for 5 <<C n, 

m (n + SY d$r 

£>Va a d8 

(3) 

(4) 

(5) 

Substituting for ^p<r/^
15 , in equation (2) and neglecting the gravi

tational term, 

dv o- dB 
P ~T~ = ~ "^ (° ~ x> dx n3 d& 

Integrating over x to find v 

a d8 / „ » s \ 

The mean velocity 

is found to equal 

By continuity 

Then by differentiation 

i rs 

vdx 

cr dd 82 

' n'fi dty 3 

r = pv8 

(6) 

(7) 

(8) 

(9) 

(10) 

dV - pd[rt] = i f d | " ^ £ 1 (U) 
r0

3p, \_d¥ 3 J 

and 

r0
sn 12 [_^*J 

(12) 

Applying the energy equation by equating the heat released at 
the interface with the heat conducted through the film and as
suming a linear temperature profile in the film, 

dT k(T. - Te)r„d& 

Skfg' 

Equating equations (12) and (13) 

12nn%(T, - Tc) 8 

(13) 

(14) 
parhfg' 

This second-order differential equation for 8 can be nondimen 

sionalized with A = I — 1 , W — s/c ty where 

to yield 

Vl2p,k(Tc - Tc)' 

|_ po-h/g'n 

« > * & - ' 

(15) 

(16) 

Equation (16) can be solved numerically by finite-difference 
techniques when two boundary conditions are specified. At the 
top of the crest where $ = 0, the nondimensional film thickness 
A is finite and equal to Ao. The slope of the liquid-vapor inter
face dK/dty at ty = 0 is by symmetry equal to zero. Utilizing 
these boundary conditions, the solution for (A)1/' as a function of 

(Ao)I//4 and $ in the range 0 < ^ < —-— can be obtained. 

To determine the rate of condensive heat transfer on the crest of 
the undulation, it is now necessary to evaluate the heat-transfer 
coefficient hot on the crest. In laminar film condensation h cr C8J1 
be approximated as 

Relating back to the nondimensional film thickness A, 

k 
hBI = 

&y% 

(17) 

(18) 

Therefore, the average heat-transfer coefficient on a segment of 
the surface 0 < Sy < Slh equals 

k/n 
[%m($i)]l/in S ]>>""* 

(19) 

As can be seen from equation (19), to fully evaluate ha it is 
necessary to determine the value of (Ao)1''4. Alternatively, since 
r0 is usually specified it is S0 that must in fact be determined. Re
turning to equation (14) and modifying it slightly 

d<if H]-
But at ^ = 0, 8 = 50 and d8/dft 

ZurWjT, - Tc) 
irphfe' 

= 0; therefore, 

80< 
d*8 
d¥* 

3/*r,,'fc(!r, - Tc) 
aphfg' 

'sm*HT. - Tc) 

aph/g' 
d$2 

(20) 

(21) 

(22) 

To evaluate So it is therefore necessary to determine d^/dSf"2 at 
S? = 0. Assuming the liquid-vapor interface at SP = 0 to follow 
the contour of the constant-curvature undulation yields, from the 

definition of surface curvature, —— 
d* 2 c 

= 0. Alternatively, assum-
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ing the interface to lie tangent to the undulation at only ^ = 0 

ra. Clearly, in the present case yields - = -1 dSf- d<sr-
lies some

where between these two values. However, to maintain the 

upper-bound nature of the analysis — - was chosen equal to ro. 

While this choice is somewhat arbitrary, 80 is inversely propor-

tional to -TT— , and is, hence, not highly sensitive to the 

choice of 

d25 
Substituting — 

5„ = 

r0 into equation (22) results in 

crphf0' J 
(23) 

I t is interesting to note that a similar expression for 50 can be 
obtained by analogy to gravity-dominated condensation on a 
cylinder [6] where 

L ff(p - p ^ p ' i / / J 

In the present case the gravity term in the denominator of equa
tion (24) is replaced by a surface-tension term with r0 as the 
characteristic length. Equation (23) can also be used to eval
uate the film thickness for surface-tension-dominated condensa
tion on top of a small-diameter horizontal cylinder. 

For Freon-113, at atmospheric pressure and 20 deg F surface 
subcooling, on an undulation or horizontal cylinder with a 1.5 X 
10~2 in. radius of curvature, equation (23) yields 50 = 4.55 X 
lO-Hn. 

On the upper par t of the undulation, shown in Fig. 2, the pres
sure gradient resulting from surface-tension forces leads to an ex
tremely thin condensate film. However, for SE' > w/2 the solid-
surface curvature reverses and the film thickness is substantially 
increased. In this region the film thickness 8 can no longer be 
considered very small in relation to n, and consequently the 
above analysis is restricted to 0 < "SP < ir /2. 

At the Undulation Trough. The vapor condensed on the crest of 
the undulation is pumped by surface tension into the undulation 
trough. From the trough the condensate flows primarily under 
the action of gravity along the specified arch and then drips 
off the doubly rippled surface at the base of the arch.' The height 
of the liquid layer in the trough, 7, increases along the arch and 
reaches its maximum value at the base of the arch. For values of 
y = r the condensate flowing in the trough may wash or "flood" 
the undulation crest and substantially increase the thickness on 
the crest. However, the relatively short path length along the 
arch suggests that the condensate film remains thin and that flood
ing is not achieved at commonly employed values of condenser 
surface subcooling. The condensate film thickness in the trough 
can be determined approximately in the following manner. 

Referring to the differential element in Fig. 2 and assuming that 
the film is thin and that the liquid-vapor interface is at a uniform 
height above the surface, a force balance in the a direction yields 

M 
dv 

dx 
= g(p - P.) sin a{y - x) (25) 

Integrating across x to find the fluid velocity in the a direction 

dv 

£ dx = — (p - p,) sin a j - — ) (26) 
dx n (-T) 

The mean fluid velocity can now be found as 

f 
J o 

vdx — — (p — p„) sin a — 
H 3 

(27) 

By continuity 

T = pi>7 
pgip — p„) sin a-y3 

3 A 
(28) 

Equating the condensate flowing in the trough with the sum of the 
condensate draining off the adjacent crests and the vapor con
densing on the liquid film in the trough yields 

pip — Pv)gsin a-y3 Ra{Ts — Tc)k 

3M hfe [W] (29) 

where 8 is the average film thickness on the crest and w is the ratio 
of crest to trough diameters (w = 1 for a sinusoidal profile). De
fining /? = a/8 and rearranging terms 

pip ~ P»): 
3/x 

sin a - „ 
54P* 

RajT, - Tc)k 

h,' 
[wf3 + 1] (30) 

+ 1 L P ( P - Pv)gh/0' sin a a] IrAmJ 
(31) 

The value of (3 can be found directly by solving equation (16) for 
Xm(at S£r = ir/2) on the crest surface and inserting the appro
priate value in equation (31). The desired value of 7 is then, 
from the definition of ft, simply 

7 = 08 = r0P%„, 'A (32) 

and the condensive heat-transfer coefficient in the undulation 
trough hu is 

htr 

k 

- O / J L ' 7 
(33) 

As is clear from equation (31), /S and therefore 7 are functions of 
a along the arch. 

The insertion of numerical values in equation (31) reveals that | 
for commonly encountered values of subcooling, 7 at the base of 
the arch is as anticipated still small when compared to >'o. How
ever, along the inflection curve where the crest and the trough 
meet, 7 is somewhat greater than 8, evaluated from equation 
(16), and an analytically induced artificial discontinuity thus 
exists. For the range of r0 likely to be chosen in practical appli
cation, 7 is approximately 30 percent greater than the calculated 
8 at tha t point. However, at and near the inflection point the 
gravitational force neglected in the derivation of equation (16) 
will act to increase 8 and reduce this discontinuity, which will, 
in any event, be smoothed by surface-tension forces without sub
stantially affecting S on the crest of the undulation. 

To facilitate the evaluation of the rate of condensive heat 
transfer in the undulation trough, it is appropriate to define an 
average trough heat-transfer coefficient htT based on an average 
value of fi along the arch. The desired heat-transfer coefficient 
can be expressed as 

K = 
k 

•oX,»1A/3 
(34) 

where fi is evaluated from equation (31) for 0 < a < 7r/2. 
Heat Transfer on Doubly Rippled Surface. T h e ana lys i s p resen ted 

in the preceding sections has provided expressions for the con
densive heat-transfer coefficients on the undulation crest and in 
the undulation trough on a doubly rippled surface. Assumptions 
have been made throughout to minimize the film thickness and, 
hence, generate an upper-bound solution for the rate of vapor con
densation and heat transfer on the surface. 

The overall rate of heat transfer on the doubly rippled surface, 
neglecting temperature variations on the surface, can be ex-
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Fig. 3 Nondimensional film thickness along cresl of sinusoidal undula
tion 
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Fig. 4 Condensate film thickness on crest of sinusoidal and Gregorig-
lype profiles 

q = (h0IAe, + RtrAtrKT, - Te) (35) 

where A0T and At* are the crest and trough surface areas respec
tively. 

For the experimental surface studied 

AeT = Att = 1.17 Ap 

where Ap is the projected area of the doubly rippled surface. 
Therefore, the upper bound on the total rate of heat transfer, 
9max, on the experimental surface is equal to 

gm»x = 1.17ApiK,,* + htr){T, - Tc) (36) 

and can be evaluated from expressions presented in equations 
(19) and (34). 

Analytical Results and Discussion 
Numerical Solution for A. The differential equation for A, the 

nondimensional film thickness on the undulation crest, was solved 
numerically for several values of An in the range 0 < SE' < ir/2. 
The resulting profiles are shown graphically in Fig. 3 and are seen 
to increase with increasing 4?. The slope of the profile, d(\y/*/d&, 
is seen to decrease with increasing $ . Both results are in 
agreement with expectation. As is clear from equations (3) and 
(4), maintaining the surface curvature r0 constant requires tha t 
the film thickness 5 increase with Mf to produce the desired pres
sure gradient in the film. As the film thickness increases, the 
local rate of condensation decreases and the growth rate of the 
film diXy/'/dfy decreases accordingly. 

Evaluation of <5o. The evaluation of the film thickness at the top 
of the crest, 5o, is central to the determination of the condensate 
film profile and the rate of heat transfer on the undulation crest. 
In his development of this method for a vertical-tube condenser 

-

-
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PREDICTION 
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Fig. 5 Condensive limit for doubly rippled horizontal condenser surface 

Gregorig [3, 7] specified no direct method for calculating <50. In 
practice he utilized a laborious trial-and-error method based on 
integral constraints and symmetry conditions [8]. The value of 
5o determined by equation (23) is compared in Fig. 4 with the 
value suggested by Gregorig for an undulation with an initial 
radius of curvature equal to 2.36 X 1 0 - 2 in. For steam satu
rated at 85 deg F and a surface subcooling of 1.0 deg F, equation 
(23) yields 80 = 2.24 X 1 0 - 4 in., while Gregorig determined a 
value of 1.97 X 1 0 - 4 in. Further comparison would be desirable, 
but the literature contains only this one calculated value. 

Variation of 8. Early attempts to exploit surface-tension forces 
to produce thin condensate films have utilized surfaces of varying 
radii of curvature. The surfaces were shaped to produce uni
form-thickness condensate films along the entire crest surface [3, 
4] with 8 equal to the value attained at the top of the crest. Due 
to the difficulties associated with accurately manufacturing such 
a surface, the use of sinusoidal undulations appeared attractive. 
However, the use of a sinusoidal undulation rather than a profile 
with a variable radius of curvature can be expected to result in a 
larger mean film thickness. 

The condensate film thicknesses on the crests of sinusoidal and 
variable-radius-of-curvature undulations with initial radius of 
2.36 X 10 in. are compared in Fig. 4. For the conditions stated 
above and in the absence of gravitational effects, the sinusoidal 
profile yields a film thickness which increases to four times the 
minimum value at the inflection point of the undulation. The 
mean film thickness for the sinusoidal profile is thus approximately 
three times greater than the comparable film thickness on the 
Gregorig-type profile [3], but still nearly a factor of three less than 
the average film thickness for the same conditions on a smooth 
horizontal surface. I t is apparent, then, that the use of a sinus
oidal rather than a variable-radius-of-curvature profile results 
in rates of heat transfer which are lower than the maximum ob
tainable. However, the results of the analysis are in qualitative 
agreement with expectation and indicate that sinusoidal undula
tions of sufficiently small radius can be used to substantially re
duce the film thickness, and hence significantly increase thermal 
transport in film condensation on horizontal surfaces. 

Heat-Transfer Rate.' Utilizing the analytical results and equation 
(36) it is now possible to calculate the upper limit on the rate of 
condensive heat transfer on the downward-facing doubly rippled 
surface of Figs. 1 and 2. The results of these calculations for 
F-113 and surface subcooling of 7 to 40 deg F at 1 atm are pre
sented in terms of 

qc" = - f = l-17(^r + htr)(Ts - T„) (37) 

in Fig. 5. Included is the analytical condensation rate on a flat 
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Fig. 6 Schematic of experimental submerged condenser apparatus 

downward-facing horizontal surface of the same projected area. 
The results indicate that a factor of five improvement represents 
the upper limit for condensive augmentation on a downward-
facing doubly rippled surface of this type. 

Comparison with Experimental Results 
The experimental results for the condensation of F-113 on the 

doubly rippled surface are shown in Fig. 5 and were obtained 
with the apparatus shown in Fig. 6. The apparatus and proce
dure are described in detail in [9]. 

The attained condenser heat flux, based on the projected area 
of the undulated surface, is seen to correspond to nearly twice the 
heat flux associated with film condensation on a smooth horizon
tal surface of the same projected area. However, the aug
mented performance is substantially lower than predicted by the 
upper-bound solution derived above. Due to the complex nature 
of the governing relations, the precise impact of neglecting the 
gravity term in equation (2) and the effect of the upper-bound 
boundary condition in equation (23) on the calculated rate of heat 
transfer cannot be easily determined. Nevertheless, order-of-
magnitude comparison suggests that the upper-bound solution 
for the surface of interest should not exceed the actual rate of 
heat transfer by more than about 40 percent. Other factors must 
therefore be found to account for the wide discrepancy between 
the analytical prediction and the data. 

I t appears most likely at this time that , despite a regular de
gassing procedure [9], the numerous undulations present on the 
doubly rippled surface may have been partially blanketed by non
condensables. The presence of small amounts of noncon-
densables has long been known to cause dramatic degradation in 
condenser performance [10]; however', noncondensables are 
especially troublesome in condensers with nonuniform heat fluxes. 
As a result of spatial variations ,in heat flux the noncondensables 
collect near the regions of initially high heat flux and thus pre
vent high rates of condensation in those regions [11]. The impli
cations for the doubly rippled surface which is strongly de
pendent on nonuniform heat flux are clear. I t is noted that 
fluorocarbons are particularly prone to problems with dissolved 
gases due to their high gas solubilities. Further testing of the 
doubly rippled surface in an experimental apparatus equipped 
with a more sophisticated degassing system would be required to 
establish the attainable performance level of condensers of this 
type. 

Concluding Remarks 
A fundamental analysis of film condensation on a downward-

facing horizontal surface with small constant-radius-of-curvature 
undulations was performed for the region in which surface-tension 
forces determine the film thickness on the crests. 

A direct expression for the condensate film thickness a t the top 
of an undulation crest, or a small-diameter horizontal cylinder, 
was derived. A numerical solution of the film equations has 
shown that the film thickness increases along the crest at a de
creasing rate. 

An upper-bound expression for the heat-transfer rate on a 
doubly rippled surface was derived. The upper-bound rate for a 
special surface developed for this study was found to be five times 
the rate attainable on a flat horizontal surface of the same pro
jected area. Experimental results are well below the predictions, 
apparently due to the presence of noncondensables. 

The general conclusion is that small undulations can be used to 
augment the rate of condensive heat transfer on flat horizontal 
surfaces. I t is anticipated tha t such augmentation would be 
especially significant in modular electronic cooling systems em
ploying inert dielectric fluids and in steam-condensation applica
tions in which greater reliability is desired than generally pro
vided by applied dropwise promoters. 
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Finite-Difference Methods for Inhomogeneous Regions ft = *» + ̂  - K^ ft = *» + (*. - KM* 
. ft = 4K0 (4) 

ft = K» - {Ki - Kt)/4: ft = K„ - (K, - i Q / 4 G. J. TREZEK1 and J. G. WITWER2 

Introduction 

T H E PTJBPOSE of this note is to compare three finite-difference 
formulations of the energy equation with an exact solution. The 
motivation for considering these calculations stems from mathe
matical modeling of certain biological systems which requires a 
steady-state field in a region where the conductivity has a spatial 
variation. Usually these systems also have complex boundary 
shapes, so that numerical solutions are inevitable. In order to 
demonstrate the relative accuracy between the numerical formu
lations, a simple system of a square having prescribed boundai'y 
values was selected. This square is divided into two equal rec
tangles of different conductivity, joined by a common inter
face, to model an inhomogeneous region. 

Numerical Formulations 

When a steady-state temperature field is desired for a region in 
which the thermal conductivity is dependent upon the spatial 
location, a solution must be obtained for 

V{kVT) = 0 (1) 

The finite-difference representation of equation (1) depends on 
the manner in which the conductivity variation is treated. A 
general representation in subscript notation in two dimensions 
can be given as 

faW + l,j) + faT(i - l,j) + foT{i,j + 1) 

+ ftT(i,j- l ) - /3„ r ( t , j ) = 0 (2) 

where it is readily seen that for a homogeneous medium ft = ft 
= ft = ft = 1 and ft = 4. 

For convenience the following quantities are introduced in the 
formulations for inhomogeneous regions 

K* = k(i- l,j) 

K3 = k{i,j+ 1) 

Kt = k{i,j- 1) 

K0 = k(i, j) 
(3) 

Formulation A is deduced by expanding equation (1) into 
groups of (a) second-order derivatives of temperature, the homo
geneous contribution, and (6) the product of first-order spatial 
derivatives of temperature and conductivity. This expansion 
yields 
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Formulation B is based on the application of Kirchhoff's law 
at an imaginary node placed at the interface between nodes. 
This allows for the evaluation of a representative conductivity 
k between adjacent nodes, for example, between nodes {i, j) and 
( * + 1,3) 

k = 2/[l/k(i,j) + l/k(i+ l,j)] 

and the values of the |8 parameters in equation (2) become 

ft = 2(1/K, + 1/iTo)-1 

(5) 

(6) 

and 

ft £ f t 

Formulation C is a simplified form of Formulation B in that 
the values of k are obtained by a simple average of the conduc
tivity values of adjacent nodes. Thus, in terms of the previous 
i, j and i + 1,,;' nodes, equation (5) becomes 

£ = W,jy+k(i+ l , i ) ] / 2 

and the expressions for the /3 parameters in equation (2) are 

ft = (K, + Ko)/2 (7) 

and 

ft = E ft 
i=i 

Examination of the /3 terms illustrates the basic difference 
between the formulations. Formulation A represents the first-
order spatial-conductivity derivatives with a central difference 
so that three adjacent conductivity values are incorporated 
into the conductivity approximation ft Formulation B treats 
the conductivity regions as parallel resistors while Formulation 
C treats them as series resistors. 

Based on the evidence of Forsythe and Wasow [ l ] 3 for homo
geneous problems, the iterative technique of successive over-
relaxation (SOR) was applied to the solution of the system of 
equations resulting from equation (2). The resulting algorithm 
has the form 

0 
Td,j)» = ( i - fl)r(«,i),-i 

+ ft!T(i - 1, })„ + P,T(i, j + 1 )P- I + ftT(i, j ~ 1)P1 (8) 

- [ f t 7 X ; + U ) p - i 
P« 

3 Numbers in brackets designate References at end of technical 
brief. 
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where p refers to the current iteration, p — 1 to the previously 
performed iteration, and 0 is the ovei'-relaxation parameter 
which can have values between one and two. When the term 
0 = 1, the SOR method reduces to the scheme of Gauss-Seidel. 
Basically, as soon as a new T(i, j) value is obtained, it is stored 
in that particular nodal location and used in subsequent calcula
tions. 

Results and Discussion 

An analytical solution was obtained for the two-conductivity 
square by use of the Fourier sine transform. The flux matching 
condition can be applied in the transform domain allowing the 
determination of the interface temperature distribution, and sub
sequently, after transformation, the temperature field in each 
region. 

First an analytical solution and the simple finite-difference 
formulation were applied to a homogeneous plane with two 
opposite boundaries at 100 and the other two boundaries at 0 
and 200. 

In order to assess the effect of truncation error on the accuracy 
of the numerical solution, a comparison was made between the 
standard finite-difference'solution for 12 X 12 and 23 X 23 homo
geneous nodal networks and an analytical solution evaluated at 
equivalent locations. At a typical point, reducing the mesh size 
by a factor of two reduces the truncation error by about a factor 
of four. In each case the truncation error was at least an order 
of magnitude greater than the convergence error, thus the solu
tion was sufficiently converged. 
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formulations for the 
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The temperature field generated by each of the finite-difference 
formulations is compai'ed with the analytical solution at equiva
lent locations in Tables 1 and 2 for the 2:1 and 50:1 conductivity-
ratio planes, respectively. Formulation A cannot be used for 
a conductivity ratio of 50:1 because /?•* and j3i, equation (4) 
become negative, thus violating Young's [2] criterion for using 
the SOR technique. The values in Tables 1 and 2 have a maxi
mum convergence error (evaluated by the method of Carre [3]) 
of 0.01, which is, for the most part, less than the error due to 
truncation. Further, it was observed that each formulation 
converged at the same rate independently of the conductivity 
ratio. 

Comparisons of values obtained with the analytical solution 
and the three finite-difference formulations on each side of the 
interface indicate that Formulation B is the most accurate for 
each conductivity ratio. 

Recalling that the absolute error is composed of two errors, the 
truncation error and the convergence error, a further comparison 
with corresponding points for a homogeneous field indicates that 
B does produce some additional truncation error due to the in-
homogeneity approximation. That is, the absolute error ob
served with B is somewhat greater than the observed absolute 
error at the same point in the associated homogeneous problem. 
It is observed that along the interface the errors generally increase 
as the conductivity increases from 1:1 to 2:1 to 50:1, but even 
this general rule does not always hold at each point. For Formu
lation B, the maximum error observed along the interface in the 
50:1 case is about four times the maximum error observed in the 
homogeneous case, while in the 2:1 case this factor is about 
three. For Formulation B, the largest errors occur in the high-
conductivity (k — 1) half, while for Formulations A and C the 
largest errors consistently occur in the low-conductivity half. 

Formulation B can also be used to advantage when insulated 
boundaries are considered. By assigning nodal locations ex-

Table 2 Comparison of analytical solution with the four finite-difference 
formulations for the 5 0 : 1 conductivity-ratio square with a 12 X 12 nodal 
network 
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terior to the boundary a low conductivity (usually several orders 
of magnitude lower than the adjacent interior point), additional 
nodes or internal computational checks to determine the bound
ary nature are not required. This results in a considerable sav
ings in computation time. The accuracy of this technique was 
verified by comparison with an analytic solution for a simple 
rectangle having an insulated boundary. 

I t would be fortunate if these studies could be repeated with 
more complex boundaries and/or more complex inhomogeneity 
distributions. However, since analytical solutions could not be 
obtained for such geometries, error estimates must be made from 
simple geometries such as studied here. These results suggest 
that the error produced by an inhomogeneous formulation (i.e., 
Formulation B) is of the same order as the truncation error of 
the more simple homogeneous problem. 

References 

1 Forsythe, G. E., and Wasow, W. R., Finite Difference Methods 
for Partial Differential Equations, John Wiley & Sons, New York, 
N. Y. 1960. 

2 Young, D. M., "Iterative Methods for Solving Partial Differ
ential Equations of Elliptic Type," Trans. American Math. Society, 
Vol. 76, 1954, p. 92. 

3 Carre, B. A., "The Determination of the Optimum Accelerating 
Factor for Successive Over-Relaxation," Computer Journal, Vol. 4, 
No. 1, 1961, p. 73. 

Spectral Emittance of Apollo-12 Lunar Fines 

RICHARD C. BIRKEBAK1 

Introduction 

T H E Apollo-12 landing site, as well as the Apollo-11 site, was 
found to be covered by a thick layer of soil or fines (powder). 
Calculation of lunar heat flow and heat balance on equipment 
and astronauts placed on the moon depends on the thermophysi-
cal properties of this material [ l ] . 2 

The thermophysical properties reported to date include the 
directional spectral reflectance [2-4], the thermal conductivity 
[2, 5, 6] and the specific heat [7]. The results of the spectral-
emittance studies that we are reporting here add to the growing 
list of thermophysical properties of lunar material. In this 
paper we describe the experimental results obtained for Apollo-12 
sample no. 12070, 125. 

The sample studied, no. 12070, is from the contingency sample 
collected on a rim of a small crater 15 m northwest of the lunar 
module (LM) on the Ocean of Storms. The fines consisted of 
particles in sizes from a diameter of 100 fira down to less than 
1 ,um with most of the particles being at the lower end of the 
range [8]. Because of the nature of lunar fines one must con
sider the effects of density or compaction on the results. In a 
recent paper [4] we have shown that the reflectance is affected 
in the wavelength range from 0.55 to 2.2 jum by the bulk density 
of the sample. 

When an Apollo-12 fines sample is prepared by simply pouring 
it into a container and carefully leveling the surface, a bulk 
density of approximately 1300 kg/m 3 is obtained. During the 
Apollo-12 mission, core-tube samples were obtained. Our bulk 
densities were selected according to the bulk densities of the core-
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tube samples reported in the Apollo-12 "Preliminary Science 
Report" [9]. This reports an average in-situ bulk density of 
1800 ± 200 kg/m3 . In our study we used bulk densities from 
1400 kg /m 3 to 1900 kg/m3 . 

The nature of the sample dictated that we use a horizontal 
sample in the measurement technique. The sample was mounted 
in a sample heating cup and positioned in a known radiation 
environment. Besides the sample holder, a heated reference 
blackbody was placed in the environmental chamber. Transfer 
optics was used to view either the sample or blackbody and to 
direct the energy into a Perkin-Elmer 112U spectrometer. 

The environmental chamber surrounding the sample and 
heated blackbody was a water-cooled blackened-interior 0.20-m-
dia stainless-steel sphere. The chamber has ports for the sample, 
blackbody holders, and viewing optics. Thermocouples were 
used to measure the interior temperature of the sphere, the sur
face temperature and temperature gradient in the fines, and the 
blackbody temperature. 

We designed the viewing optics so tha t by rotating an optical 
bench either the sample or blackbody could be viewed. The 
image of either the sample or blackbody was focused to over-
illuminate the entrance slit of the 112U spectrometer. 

When we have the spectrometer slit focused, in turn, on the 
sample, heated blackbody, and blackened surrounds of the 
chamber, the spectrometer output along with the temperature 
measurements can be analyzed to give the following result for 
the spectral emittance [10]: 

x AQS) - MB) exp [c,/\T*] - exp [c2/\TB] 
t{ ' ' A(B) - A(R) exp [c2/XTB] - exp [c*/\Ts] 

exp [ci/XTs] - 1 

exp [cz/XTs] - 1 

which is our working equation. This equation was derived for a 
solid surface. For a powder surface such as lunar fines the gen
eralized Kirchhoff's law was assumed to apply [11] in order to 
satisfy the conditions for this equation. 

The spectrometer was interfaced with a Hewlett-Packard 
2114B minicomputer. This system allowed us to automatically 
scan the wavelength range and to perform the necessary opera
tions required to obtain data for use in equation (1) and to obtain 
the spectral emittance as a function of wavelength directly. 

Results and Discussion 

Prior to measuring the emittance of the lunar fines we ran 
several checks on the apparatus to establish the reproducibility 
of the measurements and the stability of the system. Several 
runs were made using the heated blackbody both as the sample 
and reference surfaces. For the wavelength range from 2 to 14 
fim we measured an emittance of 1.0 ± 0.01. This we felt was 
acceptable for the method. As a second check we ran a stainless-
steel surface coated with 3M Black Velvet paint. For wave
lengths from 6 to 12 uta an emittance of 0.955 ± 0.005 was ob
tained. These results established that the system worked and 
that we could use it to measure the spectral emittance of a sample 
to within ± 1 percent. 

We have obtained results on Apollo-12 fines for bulk densities 
of approximately 1400, 1600, 1710, and 1900 kg/m3 . The angle 
of viewing, d, used in our experiment was 10 deg. Each curve in 
Fig. 1 represents an average of 3 or more runs that we made at 
the specified density. 

The sample temperature used in equation (1) was calculated 
from the measured temperature gradient and the temperature 
measured near the surface, and from the known sample thickness 
and thermocouple location. If we use the calculated surface 
temperature rather than the temperature measured at 0.46 mm 
below the surface in equation (1), the difference in emittances 
obtained from the two temperatures ranges from essentially 
zero at 2.5 jum to 1 percent higher at 14 yum. The surface tem-
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terior to the boundary a low conductivity (usually several orders 
of magnitude lower than the adjacent interior point), additional 
nodes or internal computational checks to determine the bound
ary nature are not required. This results in a considerable sav
ings in computation time. The accuracy of this technique was 
verified by comparison with an analytic solution for a simple 
rectangle having an insulated boundary. 

I t would be fortunate if these studies could be repeated with 
more complex boundaries and/or more complex inhomogeneity 
distributions. However, since analytical solutions could not be 
obtained for such geometries, error estimates must be made from 
simple geometries such as studied here. These results suggest 
that the error produced by an inhomogeneous formulation (i.e., 
Formulation B) is of the same order as the truncation error of 
the more simple homogeneous problem. 
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T H E Apollo-12 landing site, as well as the Apollo-11 site, was 
found to be covered by a thick layer of soil or fines (powder). 
Calculation of lunar heat flow and heat balance on equipment 
and astronauts placed on the moon depends on the thermophysi-
cal properties of this material [ l ] . 2 

The thermophysical properties reported to date include the 
directional spectral reflectance [2-4], the thermal conductivity 
[2, 5, 6] and the specific heat [7]. The results of the spectral-
emittance studies that we are reporting here add to the growing 
list of thermophysical properties of lunar material. In this 
paper we describe the experimental results obtained for Apollo-12 
sample no. 12070, 125. 

The sample studied, no. 12070, is from the contingency sample 
collected on a rim of a small crater 15 m northwest of the lunar 
module (LM) on the Ocean of Storms. The fines consisted of 
particles in sizes from a diameter of 100 fira down to less than 
1 ,um with most of the particles being at the lower end of the 
range [8]. Because of the nature of lunar fines one must con
sider the effects of density or compaction on the results. In a 
recent paper [4] we have shown that the reflectance is affected 
in the wavelength range from 0.55 to 2.2 jum by the bulk density 
of the sample. 

When an Apollo-12 fines sample is prepared by simply pouring 
it into a container and carefully leveling the surface, a bulk 
density of approximately 1300 kg/m 3 is obtained. During the 
Apollo-12 mission, core-tube samples were obtained. Our bulk 
densities were selected according to the bulk densities of the core-

1 Professor, Department of Mechanical Engineering, University 
of Kentucky, Lexington, Ky. Mem. ASME. 

2 Numbers in brackets designate References at end of technical 
brief. 

Contributed by the Heat Transfer Division of .THE AMERICAN 
SOCIETY OP MECHANICAL ENGINEERS. Manuscript received by the 
Heat Transfer Division September 3, 1971. 

tube samples reported in the Apollo-12 "Preliminary Science 
Report" [9]. This reports an average in-situ bulk density of 
1800 ± 200 kg/m3 . In our study we used bulk densities from 
1400 kg /m 3 to 1900 kg/m3 . 

The nature of the sample dictated that we use a horizontal 
sample in the measurement technique. The sample was mounted 
in a sample heating cup and positioned in a known radiation 
environment. Besides the sample holder, a heated reference 
blackbody was placed in the environmental chamber. Transfer 
optics was used to view either the sample or blackbody and to 
direct the energy into a Perkin-Elmer 112U spectrometer. 

The environmental chamber surrounding the sample and 
heated blackbody was a water-cooled blackened-interior 0.20-m-
dia stainless-steel sphere. The chamber has ports for the sample, 
blackbody holders, and viewing optics. Thermocouples were 
used to measure the interior temperature of the sphere, the sur
face temperature and temperature gradient in the fines, and the 
blackbody temperature. 

We designed the viewing optics so tha t by rotating an optical 
bench either the sample or blackbody could be viewed. The 
image of either the sample or blackbody was focused to over-
illuminate the entrance slit of the 112U spectrometer. 

When we have the spectrometer slit focused, in turn, on the 
sample, heated blackbody, and blackened surrounds of the 
chamber, the spectrometer output along with the temperature 
measurements can be analyzed to give the following result for 
the spectral emittance [10]: 

x AQS) - MB) exp [c,/\T*] - exp [c2/\TB] 
t{ ' ' A(B) - A(R) exp [c2/XTB] - exp [c*/\Ts] 

exp [ci/XTs] - 1 

exp [cz/XTs] - 1 

which is our working equation. This equation was derived for a 
solid surface. For a powder surface such as lunar fines the gen
eralized Kirchhoff's law was assumed to apply [11] in order to 
satisfy the conditions for this equation. 

The spectrometer was interfaced with a Hewlett-Packard 
2114B minicomputer. This system allowed us to automatically 
scan the wavelength range and to perform the necessary opera
tions required to obtain data for use in equation (1) and to obtain 
the spectral emittance as a function of wavelength directly. 

Results and Discussion 

Prior to measuring the emittance of the lunar fines we ran 
several checks on the apparatus to establish the reproducibility 
of the measurements and the stability of the system. Several 
runs were made using the heated blackbody both as the sample 
and reference surfaces. For the wavelength range from 2 to 14 
fim we measured an emittance of 1.0 ± 0.01. This we felt was 
acceptable for the method. As a second check we ran a stainless-
steel surface coated with 3M Black Velvet paint. For wave
lengths from 6 to 12 uta an emittance of 0.955 ± 0.005 was ob
tained. These results established that the system worked and 
that we could use it to measure the spectral emittance of a sample 
to within ± 1 percent. 

We have obtained results on Apollo-12 fines for bulk densities 
of approximately 1400, 1600, 1710, and 1900 kg/m3 . The angle 
of viewing, d, used in our experiment was 10 deg. Each curve in 
Fig. 1 represents an average of 3 or more runs that we made at 
the specified density. 

The sample temperature used in equation (1) was calculated 
from the measured temperature gradient and the temperature 
measured near the surface, and from the known sample thickness 
and thermocouple location. If we use the calculated surface 
temperature rather than the temperature measured at 0.46 mm 
below the surface in equation (1), the difference in emittances 
obtained from the two temperatures ranges from essentially 
zero at 2.5 jum to 1 percent higher at 14 yum. The surface tem-
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perature for all measurements was approximately 380 deg K, a 
temperature very near the maximum temperature experienced 
by the sample on the moon [1]. 

Clearly evident in Fig. 1 is the effect of bulk density. Because 
the results for densities of 1600 and 1710 kg/m 3 were so close 
together, we have drawn a single curve through them. The 
emittance decreases with increasing density for the shorter wave
lengths, with a change of approximately 7 percent at 3 p,m be
tween the smallest and largest densities, and as the wavelengths 
become larger the difference becomes negligible. The greatest 
uncertainties in our measurements are for wavelengths from 2 
to 2.5 nm, and in this region the maximum effect of density [4] 
on reflectance was shown to occur. As the surface becomes 
more compacted, that is, a greater number of particles per unit 
volume, the void fraction decreases; therefore, the size of the 
cavities in the surface which absorb and emit energy are reduced 
and the emittance decreases. From our results we see that we 
are approaching or have reached the limit where the porosity of 
the sample does not affect the emittance value, tha t is, the ma
terial behaves as if it were a solid material. This conclusion was 
also reached for visible reflectance measurement [4]. 

The emittance is compared to the directional-reflectance re
sult [4] for the wavelength range where they overlap near 2 yum, 
and our present results are good for the higher densities, tha t is, 
there is a reasonable match of the measured values of emittance 
and one minus the reflectance, but poor agreement for the 
density of 1400 kg/m3 . 

The total emittance as a function of temperature has been 
calculated for a bulk density of 1900 kg/m3 . The lunar emit
tance varies from 0.972 to 0.927 for a temperature range from 90 
to 400 deg K, the expected temperature range on the lunar sur
face. The equation representing the results is 

e = 0.9843 - 0.2037 X 10"3?7 + 0.1863 X l O ^ T " 2 

- 0.6765 X 1 0 " 8 r - 3 + 0.6436 X l O " 1 1 ? - 4 (2) 

where T is the absolute temperature in degrees Kelvin. 
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perature for all measurements was approximately 380 deg K, a 
temperature very near the maximum temperature experienced 
by the sample on the moon [1]. 

Clearly evident in Fig. 1 is the effect of bulk density. Because 
the results for densities of 1600 and 1710 kg/m 3 were so close 
together, we have drawn a single curve through them. The 
emittance decreases with increasing density for the shorter wave
lengths, with a change of approximately 7 percent at 3 p,m be
tween the smallest and largest densities, and as the wavelengths 
become larger the difference becomes negligible. The greatest 
uncertainties in our measurements are for wavelengths from 2 
to 2.5 nm, and in this region the maximum effect of density [4] 
on reflectance was shown to occur. As the surface becomes 
more compacted, that is, a greater number of particles per unit 
volume, the void fraction decreases; therefore, the size of the 
cavities in the surface which absorb and emit energy are reduced 
and the emittance decreases. From our results we see that we 
are approaching or have reached the limit where the porosity of 
the sample does not affect the emittance value, tha t is, the ma
terial behaves as if it were a solid material. This conclusion was 
also reached for visible reflectance measurement [4]. 

The emittance is compared to the directional-reflectance re
sult [4] for the wavelength range where they overlap near 2 yum, 
and our present results are good for the higher densities, tha t is, 
there is a reasonable match of the measured values of emittance 
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The total emittance as a function of temperature has been 
calculated for a bulk density of 1900 kg/m3 . The lunar emit
tance varies from 0.972 to 0.927 for a temperature range from 90 
to 400 deg K, the expected temperature range on the lunar sur
face. The equation representing the results is 

e = 0.9843 - 0.2037 X 10"3?7 + 0.1863 X l O ^ T " 2 

- 0.6765 X 1 0 " 8 r - 3 + 0.6436 X l O " 1 1 ? - 4 (2) 

where T is the absolute temperature in degrees Kelvin. 
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T H I S brief note presents a generalized correlation for stable 
natural-convection film-boiling heat transfer. I t will be seen 
that the proposed correlation, which results from an extension of 
previous theoretical and correlational work, compares more 
favorably than any existing correlation with data for a variety of 
substances on several heater types, and over a wide range of sys
tem pressures. 

Previous Correlations 
A comprehensive presentation of the theoretical and semi-

empirical correlations which have been mentioned in the litera
ture was presented by the authors in an earlier paper [1] .2 Those 
correlations to be presented here relate most directly to the de
velopment of the newly proposed correlation. 

Bromley [3, 4], after making several simplifying assumptions, 
analytically described stable film boiling from a horizontal tube 
heater. Principally, he assumed that heat transfer took place 
solely by conduction and radiation through a thin vapor film 
surrounding the heater. Correlating the results with his ex
perimental data gave the relationship 

N U B = 0.62(Ra 0 ' ) / A (1) 

where the Nusselt number N U B uses the heater diameter as the 
characteristic dimension. Modifications of Bromley's equation 
by Pomerantz [24] and Breen and Westwater [21] are shown in 
Table 1. 

Analyses based wholly on Taylor's instability theory have 

provided several physical models for stable film boiling. Con
sidering the four possible models as discussed by Frederking [25], 
Sciance et al. [2] found a statistical preference for that which 
assumed regular vapor release and laminar vapor flow. To im
prove on the accuracy of the correlation for their hydrocarbon 
data over a wide pressure range, Sciance, et al. [2] incorporated 
the factor Tr~* and determined the best-fit relation 

Nu B = 0.369[Ra A T , - 2 ] / - 2 6 7 (2) 

2 Numbers in brackets designate References at end of technical 
brief. 

where the Nusselt number N U B is based on the Laplace reference 
length. A similar relationship proposed by Frederking [23] is 
given in Table 1. 

Proposed Correlation 
The primary goal in developing a new film-boiling correlation 

was to simultaneously account for the dependence of stable film-
boiling behavior upon the characteristic heater dimension and 
system pressure. To accomplish this end, most of the film-boil
ing correlations presently available [1] were tested with a con
siderable body of data [1]. Da ta were selected for substances in 
which properties were available or could be reliably determined. 
I t was determined that equation (1) proposed by Bromley sta
tistically compares best with data at a constant pressure but with 
varied heater diameter, and that equation (2) proposed by Sciance 
et al. [2] best represents data over a wide pressure range. Then 
a complete analysis was carried out on the models and dimension-
less parameters commonly associated with film boiling. I t was 
found on correlating over 750 experimental data values for water 
[3, 4, 14-19], nitrogen [3-12], oxygen [13], and a number of pure-

Table 1 Comparison of film-boiling correlations 

Author 

This work 
Sciance et al. [2] 
Bromley [3, 4] 

Breen and Westwater 

Berenson [22] 
Frederking [23] 

Pomerantz [24] 

[21] 

N u i 
NUB 
N U D 

Nu x 

NuB 
NUB 

N U B 

Correlation 

0.94(RaD9'7 ,
r-

2) /V4 
0.369(RaB9'rr-

2)/°-2<" 
0.62(R.afle')/V4 

0.069XTA 
D J 

0.425 [RaB0']/V* 
O.2[RaB0']/A 

rn - io . i72 
0.62 I =̂  | [Ra0"], ' /4 

To.59 -
" 5[Rai 

Ra s 0 ' 

[Raxfl'J/'A 

Average percent 
deviation 

(754 data values) 

21.8 
32.0 
30.2 

58.5 

38.3 
47.8 

36.3 
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component [2, 20] and mixture [20] hydrogen systems on a wide 
variety of heaters and a large range of pressures that the follow
ing relationship was better than all correlations tested: 

N u i = 0.94(Ra 6'Tr-
2)l/i (3) 

Here the Nusselt number N U L is to be based upon the charac
teristic heater dimension L. For example, for a cylindrical heater 
L is the heater diameter, and for a flat-plate heater L may be the 
plate diameter or its width. Fig. 1 shows the comparison of equa
tion (3) to the data, while Table 1 indicates the average absolute 
deviations for equation (3) and a number of commonly used cor
relations. I t is immediately evident from Table 1 that equation 
(3) compares with the data decidedly better than any of the other 
expressions available. 
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Efficient Computation of Radiant-Interchange 
Configuration Factors within the Enclosure 

E. F. SOWELL1 and P. F. O'BRIEN2 

I T IS well known that due to the laws of reciprocity and flux 
conservation, not all of the n2 radiant-interchange configuration 
factors for an n-surface enclosure are independent [ l ] . s Thus, 
theoretically, the analyst of the radiative exchange pi'oblem 
within the general enclosure comprised of plane, convex, and 
concave surfaces need only refer to the fundamental definition 
of the configuration factor (or a computational procedure based 
upon this definition) n(n — l ) / 2 times in order to assemble the 
entire matrix of these factors, F. However, in practice it is 
often found that the n{n — l ) / 2 factors most easily determined 
by the definition fill in the F-matrix in such a way that the deter
mination of the remaining factors by reciprocity and conservation 
is not a sequential process and is generally quite confusing. This 
is evidenced by the fact that computer programs requiring the 
^-matrix generally apply only reciprocity, either allowing con
servation to be violated ( Z-J Fij 9^ 1\, or enforcing it by nor
malization of each row. Neither of these methods is strictly cor
rect, and moreover the analyst is required to calculate n factors 
from the definition which could and should be calculated from 
conservation. In this note, a straightforward method is pre
sented whereby the entire F-matrix is calculated given only the 
minimum number of factors by enforcing reciprocity and con
servation. 

The method presented here is based upon the fact tha t one 
factor in each row of the F-matrix must be determined by the 
conservation equation for that row. That is 

Fun) = 1 - 2 Fa i = l , 2 , . . . , n (1) 
3=1 

3*J(i) 

where the column index of the factor to be determined by the iih 
conservation equation is designated J(i). With certain restric
tions discussed below, the J(i) can be selected freely within each 
row. 

Equation (1) is not a suitable computational algorithm, how
ever, since there may be yet-undetermined factors in the summa
tion on the right-hand side. This difficulty is eliminated by a 
matrix formulation of the conservation relationship in which the 
n Fija) defined by equation (1) are solved for simultaneously. 

The law of flux conservation in vector-matrix notation is 
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component [2, 20] and mixture [20] hydrogen systems on a wide 
variety of heaters and a large range of pressures that the follow
ing relationship was better than all correlations tested: 

N u i = 0.94(Ra 6'Tr-
2)l/i (3) 

Here the Nusselt number N U L is to be based upon the charac
teristic heater dimension L. For example, for a cylindrical heater 
L is the heater diameter, and for a flat-plate heater L may be the 
plate diameter or its width. Fig. 1 shows the comparison of equa
tion (3) to the data, while Table 1 indicates the average absolute 
deviations for equation (3) and a number of commonly used cor
relations. I t is immediately evident from Table 1 that equation 
(3) compares with the data decidedly better than any of the other 
expressions available. 
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Efficient Computation of Radiant-Interchange 
Configuration Factors within the Enclosure 

E. F. SOWELL1 and P. F. O'BRIEN2 

I T IS well known that due to the laws of reciprocity and flux 
conservation, not all of the n2 radiant-interchange configuration 
factors for an n-surface enclosure are independent [ l ] . s Thus, 
theoretically, the analyst of the radiative exchange pi'oblem 
within the general enclosure comprised of plane, convex, and 
concave surfaces need only refer to the fundamental definition 
of the configuration factor (or a computational procedure based 
upon this definition) n(n — l ) / 2 times in order to assemble the 
entire matrix of these factors, F. However, in practice it is 
often found that the n{n — l ) / 2 factors most easily determined 
by the definition fill in the F-matrix in such a way that the deter
mination of the remaining factors by reciprocity and conservation 
is not a sequential process and is generally quite confusing. This 
is evidenced by the fact that computer programs requiring the 
^-matrix generally apply only reciprocity, either allowing con
servation to be violated ( Z-J Fij 9^ 1\, or enforcing it by nor
malization of each row. Neither of these methods is strictly cor
rect, and moreover the analyst is required to calculate n factors 
from the definition which could and should be calculated from 
conservation. In this note, a straightforward method is pre
sented whereby the entire F-matrix is calculated given only the 
minimum number of factors by enforcing reciprocity and con
servation. 

The method presented here is based upon the fact tha t one 
factor in each row of the F-matrix must be determined by the 
conservation equation for that row. That is 

Fun) = 1 - 2 Fa i = l , 2 , . . . , n (1) 
3=1 

3*J(i) 

where the column index of the factor to be determined by the iih 
conservation equation is designated J(i). With certain restric
tions discussed below, the J(i) can be selected freely within each 
row. 

Equation (1) is not a suitable computational algorithm, how
ever, since there may be yet-undetermined factors in the summa
tion on the right-hand side. This difficulty is eliminated by a 
matrix formulation of the conservation relationship in which the 
n Fija) defined by equation (1) are solved for simultaneously. 

The law of flux conservation in vector-matrix notation is 
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Fig. 1 Example enclosure defined by 4 surfaces 

AFU = AV (2) 

where V is the unit n-vector and 4̂ is a diagonal matrix of the 
enclosure surface areas. Now consider F to be the sum of two 
n X n matrices F' and F" such that F' contains only the known 
or given Fij and tlieir symmetric counterparts determined by 
reciprocity, with zeros elsewhere. Then F" has only the Fij^-, 
entries and their symmetric counterparts, and equation (2) be
comes 

AF'V + AF"U = AV (3) 

in which the second term contains all the unknown factors. 
This term can be represented also as 

AF'V = BX 

where X is a vector of unknown "exchange areas" 

Xi = AiFiJW i = 1,2, . . . ,n 

(4) 

(5) 

The matrix B which makes equation (4) true is found to be com
posed of ones and zeros such that 

bij = 1 for i = j or i = J(j) 

= 0 otherwise 
(6) 

Substituting equation (4) into equation (3) and solving for X 
gives 

X = B-^Ail - F')V (7) 

where / is the identity matrix. This is the solution to the prob
lem, since the unknown factors are related to X by equation (5). 

I t is important to note that B~1 must exist in order to deter
mine a unique X. In systems with n > 4, it is possible to select 
a J such that this condition is not met, indicating that equations 
(1) are not linearly independent in the unknown factors. In 
this case a different / must be selected. The only other restric
tion which must be placed on the selection of / is that reciprocity 
cannot be violated among the members of J, i.e., J(i) = k pre
cludes J(k) = i. 

An example will clarify the method. Consider the enclosure 
shown in Fig. 1 in which the upper surface is divided into two 
regions, 1 and 2, the lower surface is designated by 3, and all 
vertical surfaces are designated by 4. The i^-matrix describing 
this enclosure has only n(n — l ) / 2 = 6 independent factors, but 
4 of these are obviously zero since surfaces 1, 2, and 3 are each 
planar and 1 and 2 are coplanar. Therefore, only two factors 
need be determined by the definition or by a program [2]. The 
two most easily determined in this manner are Fn and .F32, which 
we will now assume to be available and designated by a and b 
respectively. The. partially filled ^-matrix F' is then 

F' 

0 0 ( 4 s / i i ) o 0 

0 0 (A,/Ai)b 0 

a b 0 0 

0 0 0 0 

in which use has been made of reciprocity. 
Now, the above selection of known factors leaves the last ele

ment in each row to be determined by conservation, so that 
J = (4, 4, 4, 4). This gives the B-matrix from equation (6) 

B 

1 0 0 0 

0 1 0 0 

0 0 1 0 

1 1 1 1 

from which the inverse is found by elementary row operations 
[3] 

1 

0 

0 

1 

0 

1 

0 

- 1 

0 

0 

1 

- 1 

0 

0 

0 

1 

B'1 

By equation (7) the unknown exchange areas are 

X 

~ 1 0 

0 1 

0 0 

- 1 - 1 

X 

At -

1 

0 

— a 

0 

4 i [ l -

0 0 

0 0 

1 0 

- 1 1_ 

~Ai 0 0 

0 A2 0 

0 0 Az 

0 0 0 

0 - ( l , / l , ) o 0~ 
1 - u , M 2 ) 6 0 

- 6 1 0 

0 0 1 

Ai[l -

A2II -

As(l -

U>/Ai)a) -

" 1 ~ 

1 

1 

1 

,As/Ai)a] 

A3/A2)b] 

a-b) 

At[l - (Aa/AM 

- A3(l -

0 

0 

0 

A 

- a - b) 

By equation (5), the unknown factors and their symmetric 
counterparts are then determined, completing the example. 

The foregoing example was chosen to be of small dimension in 
. order to facilitate a hand calculation. The method is also well 
suited to computer calculations, and should find application in 

Table 1 Computer procedure 

1 

2 

3 

4 

5 

6 

7 

Read non-zero values of n (n- l ) /2 or fewer known factors 

and thei r indices, and J ( i ) , i = 1 to n. Also, A(i) , 

i = 1 to n. 

Compute symmetric counterparts of input factors by 

rec iproci ty . 

Compute C = A(I-F' )U, i . e . , C± = A ^ l - E F£ .), i = 1 to n. 

Set up B'according to Equation (6). 

Invert B; give error report and exit if determinant i s zero. 

Calculate X - B~ C. 

Calculate F. , , . . and F , . . . from Equation (5) and inser t 

into F' matrix, thus creating the f inal F. 

HOTE: Checks should be made an the input data to ensure that 

irmut F . . values are not redundant and do not conflict 

with those to be calculated, and that J is self-consistent 

as discussed above. 
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programs which require the /^-matrix. I t has been programmed 
in the APL and P L / 1 programming languages at UCLA and in 
Fortran at Jet Propulsion Laboratories [4]. A suitable pro
cedure is shown in Table 1. 
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Radiation Shape Factors from Plane Point Sources 

B. T. F. CHUNG1 and P. S. SUMITRA2 

IN THEIR recent paper, Feingold and Gupta [ l ] 3 have de
veloped a useful technique to calculate the radiation shape factors 
from spheres and long cylinders without involving multiple 
integrals. This technique will now be extended to determine 
the shape factors from planar point sources to a certain class of 
surfaces. In the previous reference, the configuration factors 
are derived regardless of the validity of Lambert 's cosine law, 
whereas in this work Lambert 's law is the basic assumption of 
the analysis. Analytical and graphical representations of shape 
factor for certain elementary configurations, some heretofore 
unavailable, are obtained. 

Evaluation of Shape Factors 

The view factors from a planar point source to the following 
configurations are to be presented: (1) coaxial circular disk, 
(2) very thin coaxial ring, (3) segment of a coaxial disk, (4) co
axial regular polygon, (5) coaxial isosceles triangle, (6) coaxial 
right circular cylinder, (7) coaxial sphere, and (8) orthogonal 
sphere.4 

Referring to Fig. 1 and employing the basic mechanism in [1], 
we may state that the view factor from the element dAi to a 
coaxial disk AB is the same as that from dAi to the hollow spheri
cal segment ACB. Since both dAi and the segment ACB lie 
on the same spherical enclosure, with the aid of Lambert 's law 
the shape factor from dAi to ACB may be obtained as the area 
ratio of spherical segment ACB to the total area of the sphere 
[2], i.e., 

i-Wtok = - yi - - J 

where c and r (see Fig. 1) may be solved from the following 
simple algebra equations: 

r2 — c2 = a2 

r + c = K 
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brief. 

4 For brevity, we define that a sphere is "orthogonal" with respect 
to an element if the normal of the element is perpendicular to the line 
joining the element to the center of the sphere. 
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Fig. 1 Radiation from a plane point source to a coaxial disk 
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Fig. 2 Shape factors from a plane point source to a very thin coaxial 
ring 

Hence it follows immediately 

Certainly, equation (1) can be arrived at by the methods of 
multiple integration [3], contour integration [4], and unit 
sphere [2], However, the present approach appears to be 
much simpler. 

Case 2 may be readily obtained by differentiating FdAi-nak in 
equation (1). Case 3 follows from a single integration of 
FdAi-s «eg. ring, the shape factor from element dAi to a segment 
of coaxial thin ring. Once the shape factors from an element to 
the coaxial disk and the coaxial segment of disk are known, 
Cases 4 to 6 can be solved by flux algebra. Referring to Fig. 
5-A, it can be easily proved that the shape factor from a planar 
point source dAi to a coaxial sphere is equivalent to that from 
dAi to the coaxial circular disk AB. This leads to the same 
problem as Case 1 of which the solution is available. Similarly, 
the view factor between the plane point source dAi (see Fig. 
5-B) and an orthogonal sphere is the same as that between dAi 
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from spheres and long cylinders without involving multiple 
integrals. This technique will now be extended to determine 
the shape factors from planar point sources to a certain class of 
surfaces. In the previous reference, the configuration factors 
are derived regardless of the validity of Lambert 's cosine law, 
whereas in this work Lambert 's law is the basic assumption of 
the analysis. Analytical and graphical representations of shape 
factor for certain elementary configurations, some heretofore 
unavailable, are obtained. 

Evaluation of Shape Factors 

The view factors from a planar point source to the following 
configurations are to be presented: (1) coaxial circular disk, 
(2) very thin coaxial ring, (3) segment of a coaxial disk, (4) co
axial regular polygon, (5) coaxial isosceles triangle, (6) coaxial 
right circular cylinder, (7) coaxial sphere, and (8) orthogonal 
sphere.4 

Referring to Fig. 1 and employing the basic mechanism in [1], 
we may state that the view factor from the element dAi to a 
coaxial disk AB is the same as that from dAi to the hollow spheri
cal segment ACB. Since both dAi and the segment ACB lie 
on the same spherical enclosure, with the aid of Lambert 's law 
the shape factor from dAi to ACB may be obtained as the area 
ratio of spherical segment ACB to the total area of the sphere 
[2], i.e., 

i-Wtok = - yi - - J 

where c and r (see Fig. 1) may be solved from the following 
simple algebra equations: 

r2 — c2 = a2 

r + c = K 
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Fig. 2 Shape factors from a plane point source to a very thin coaxial 
ring 

Hence it follows immediately 

Certainly, equation (1) can be arrived at by the methods of 
multiple integration [3], contour integration [4], and unit 
sphere [2], However, the present approach appears to be 
much simpler. 

Case 2 may be readily obtained by differentiating FdAi-nak in 
equation (1). Case 3 follows from a single integration of 
FdAi-s «eg. ring, the shape factor from element dAi to a segment 
of coaxial thin ring. Once the shape factors from an element to 
the coaxial disk and the coaxial segment of disk are known, 
Cases 4 to 6 can be solved by flux algebra. Referring to Fig. 
5-A, it can be easily proved that the shape factor from a planar 
point source dAi to a coaxial sphere is equivalent to that from 
dAi to the coaxial circular disk AB. This leads to the same 
problem as Case 1 of which the solution is available. Similarly, 
the view factor between the plane point source dAi (see Fig. 
5-B) and an orthogonal sphere is the same as that between dAi 

328 / A U G U S T 1972 Transactions of the ASME 
Copyright © 1972 by ASME

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.1 0.2 0.3 0.4 OS 0.6 0.7 O.S 0.9 1.0 

Fig. 3 Shape factors from a plane point source io an isosceles triangle 

and the semicircular disk DB, and therefore the solution for Case 
8 is obtainable. Results for Cases 7 and 8 from the present 
analysis are in good agreement with those computed by Clark 
and Anderson [5] based on an approximate analysis. The shape 
factors for Cases 7 and 8 have significant applications in the 
radiant exchange between a spacecraft and celestial bodies. In 
this connection it is worthy to mention another case, namely, 
the radiation view factor between a planet and a spherical 
satellite. Employing the same principle presented in [1], we 
can state tha t the shape factor from the spherical point source 
dsi (see Fig. 5-C) to the sphere s2 is equivalent to the area ratio 
of spherical segment ADB to the total spherical surface 47rr2. 
This ratio yields the identical expression derived by Wat t [6] 
using a multiple-integral technique. 

To facilitate engineering applications, the view factor graphs, 

I I I i i 11 11 ~\ i l i I n I] 1 1—i i i 

Fig. 4 Shape factors from a plane point source to a coaxial right cir
cular cylinder 

the analytical solutions,8 and the associated geometric sketches 
are presented in Figs. 2 to 5. 
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Fig. 5 Shape factors from planar and spherical point sources to a sphere 

Journal of Heat Transfer AUGUST 1 9 7 2 / 329 

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2 Hottel, H. C , and Sarofim, A. F., Radiative Transfer, McGraw-
Hill, New York, N. Y., 1967. 

3 Hamilton, D. C , and Morgan, W. R., "Radiant Interchange 
Configuration Factors," NACA Tech. Note No. 2836, 1952. 

4 Sparrow, E. M., "A New and Simpler Formulation for Radi
ative Angle Factors," JOURNAL OF HEAT TRANSFER, TRANS. ASME, 
Series C, Vol. 85, No. 2, May 1963, pp. 81-88. 

5 Clark, L. W., and Anderson, E. C , "Geometric Shape Factors 
for Planetary-Thermal and Planetary-Reflected Radiation Incident 
upon Spinning and Non-spinning Spacecraft," NASA Technical 
Note No. D-2835,1965. 

6 Watts, R. G., "Radiant Heat Transfer to Earth Satellites," 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 87, 
No. 3, Aug. 1965, pp. 369-373. 

Free Convective Heat Transfer from Vertical Cones 

P. H. OOSTHUIZEN1 and E. DONALDSON2 

Introduction 

SEVERAL analytical studies of free convective heat transfer 
rates from right circular cones are available. Hering and Grosh 
[ l ] , 3 by ignoring certain terms in the boundary-layer equations, 
obtained a similarity solution. This solution applies when 
curvature effects are small. Kuiken [2] considered the full 
boundary-layer, equations and obtained a series-type solution. 
A numerical solution of the boundary-layer equations is given 
in [3], and this predicts a local heat transfer rate distribution 
that agrees closely with that predicted by Kuiken's analysis. 

The measurement of free convective heat transfer rates from 
cones appears to have received little attention. In the present 
study some measurements of mean heat transfer rates are 
described. 

Apparatus and Method 

Mean heat transfer rates from seven cones have been mea
sured. The dimensions of the seven cones used are given in 
Table 1. D is the diameter of the upper end of the cone, I is its 
vertical height, and <j) is its included angle. The diameter of 
the tip of the cone varied from cone to cone from about 0.03 
in. to about 0.04 in. Since this was small compared to the other 
dimensions of the cones, it was felt tha t the effect of the finite tip 
size and its variation was negligible. 

The cones were made of solid aluminum with caps made from 
an insulating material attached to their upper ends. The mean 
heat transfer rates from the cones were determined by heating 
them to a temperature of about 320 deg F and then measuring 
the rate at which they cooled when suspended vertically in still 
air with the points of the cones being; of course, downward. 
Temperatures were measured by means of thermocouples in
serted into holes drilled at various points in the cones. These 
thermocouples showed that, as expected, the cone temperatures 
remained effectively uniform during the cooling. In deducing 
the heat transfer rate it was therefore assumed that the cone 
temperature remained uniform. Measurements were taken 
while the cones cooled from about 300 deg F to about 120 deg F . 
With the smallest cone this took about 15 min. Unsteady 
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Fig. 1 Variation of Nusselt number with Grashof number 

effects on the heat transfer rate were therefore assumed to be 
negligible. 

The mean convective heat transfer rate was determined from 
the total heat transfer rate by subtracting the radiant heat 
transfer rate. This radiant heat transfer rate was small in all 
tests, amounting to less than 5 percent of the total heat transfer. 

Results 

The heat transfer rate from right circular cones can, of course, 
be correlated in the following way: 

N L = function (GL, Pr, 4>) (1) 

where N L is the mean Nusselt number based on the slant height 
L of the cone, i.e., hL/k; G L is the Grashof number based on the 
slant height and multiplied by cos <j>, i.e., /3g(Tw — T„)L3 cos 
</>/V2 where {Tw — T„) is the temperature difference and /3, g, 
and v are as conventionally used; Pr is the Prandtl number; 
and cj) is the included angle. 

The Prandtl number remained effectively constant during the 
present tests and N L was, therefore, a function of G L and 4> 
alone. 

The variation of N L with G L for five of the cones is shown in 
Fig. 1. The results for the remaining two cones are omitted for 
clarity. In obtaining these results, the fluid properties have 
been evaluated a t the mean film temperature. 

Three of the cones for which results are given in Fig. 1 have 
the same included angle 4> of 8.9 deg, and a curve through these 
three results is shown. Also shown, for comparison, is the ex
perimentally determined variation of N L with G L for flat plates 
(L in this case being the vertical height of the plate) as given in 
[4], for example. I t will be seen that, as expected from Kuiken's 
[2] analysis, the values of N L for the cones are considerably 
higher than those for a fiat plate, and that as the angle <j> de
creases the value of N L increases at a given value of G L . 

Table 1 
Cone 

number 

1 
2 
3 
4 
5 
6 
7 

D, in. 

0.58 
1.22 
1.67 
1.87 
2.50 
0.89 
0.50 

I, in. 

12 
16 

</,, deg 

3.8 
8.9 

11.5 
8.9 
8.9 
6.3 
3.5 
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Free Convective Heat Transfer from Vertical Cones 

P. H. OOSTHUIZEN1 and E. DONALDSON2 

Introduction 

SEVERAL analytical studies of free convective heat transfer 
rates from right circular cones are available. Hering and Grosh 
[ l ] , 3 by ignoring certain terms in the boundary-layer equations, 
obtained a similarity solution. This solution applies when 
curvature effects are small. Kuiken [2] considered the full 
boundary-layer, equations and obtained a series-type solution. 
A numerical solution of the boundary-layer equations is given 
in [3], and this predicts a local heat transfer rate distribution 
that agrees closely with that predicted by Kuiken's analysis. 

The measurement of free convective heat transfer rates from 
cones appears to have received little attention. In the present 
study some measurements of mean heat transfer rates are 
described. 

Apparatus and Method 

Mean heat transfer rates from seven cones have been mea
sured. The dimensions of the seven cones used are given in 
Table 1. D is the diameter of the upper end of the cone, I is its 
vertical height, and <j) is its included angle. The diameter of 
the tip of the cone varied from cone to cone from about 0.03 
in. to about 0.04 in. Since this was small compared to the other 
dimensions of the cones, it was felt tha t the effect of the finite tip 
size and its variation was negligible. 

The cones were made of solid aluminum with caps made from 
an insulating material attached to their upper ends. The mean 
heat transfer rates from the cones were determined by heating 
them to a temperature of about 320 deg F and then measuring 
the rate at which they cooled when suspended vertically in still 
air with the points of the cones being; of course, downward. 
Temperatures were measured by means of thermocouples in
serted into holes drilled at various points in the cones. These 
thermocouples showed that, as expected, the cone temperatures 
remained effectively uniform during the cooling. In deducing 
the heat transfer rate it was therefore assumed that the cone 
temperature remained uniform. Measurements were taken 
while the cones cooled from about 300 deg F to about 120 deg F . 
With the smallest cone this took about 15 min. Unsteady 
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Fig. 1 Variation of Nusselt number with Grashof number 

effects on the heat transfer rate were therefore assumed to be 
negligible. 

The mean convective heat transfer rate was determined from 
the total heat transfer rate by subtracting the radiant heat 
transfer rate. This radiant heat transfer rate was small in all 
tests, amounting to less than 5 percent of the total heat transfer. 

Results 

The heat transfer rate from right circular cones can, of course, 
be correlated in the following way: 

N L = function (GL, Pr, 4>) (1) 

where N L is the mean Nusselt number based on the slant height 
L of the cone, i.e., hL/k; G L is the Grashof number based on the 
slant height and multiplied by cos <j>, i.e., /3g(Tw — T„)L3 cos 
</>/V2 where {Tw — T„) is the temperature difference and /3, g, 
and v are as conventionally used; Pr is the Prandtl number; 
and cj) is the included angle. 

The Prandtl number remained effectively constant during the 
present tests and N L was, therefore, a function of G L and 4> 
alone. 

The variation of N L with G L for five of the cones is shown in 
Fig. 1. The results for the remaining two cones are omitted for 
clarity. In obtaining these results, the fluid properties have 
been evaluated a t the mean film temperature. 

Three of the cones for which results are given in Fig. 1 have 
the same included angle 4> of 8.9 deg, and a curve through these 
three results is shown. Also shown, for comparison, is the ex
perimentally determined variation of N L with G L for flat plates 
(L in this case being the vertical height of the plate) as given in 
[4], for example. I t will be seen that, as expected from Kuiken's 
[2] analysis, the values of N L for the cones are considerably 
higher than those for a fiat plate, and that as the angle <j> de
creases the value of N L increases at a given value of G L . 

Table 1 
Cone 

number 

1 
2 
3 
4 
5 
6 
7 

D, in. 

0.58 
1.22 
1.67 
1.87 
2.50 
0.89 
0.50 

I, in. 

12 
16 

</,, deg 

3.8 
8.9 

11.5 
8.9 
8.9 
6.3 
3.5 
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Fig. 2 Correlation of results for all cones 

Now it can be deduced from Kuiken's [2] work that for a given 
Prandtl number the heat transfer rate from a cone will be given 
by an equation of the form 

Ni/Gz,0-26 = K[\ + / ( € ) ] (2) 

where i f is a constant and, for cones having a uniform surface 
temperature, e is given by 

(3) 
GL"-W tan (<£/2) 

The results for all the cones have therefore been replotted in 
the form N L / G J , 0 - 2 5 against e in Fig. 2. I t will be seen that the 
results are well correlated in this form and can be approximately 
represented by the following equation: 

Ni /Gi 0 - 2 6 = 0.63(1 + 0.72e) (4) 

Conclusions 

Mean free convective heat transfer rates from a series of com
paratively slender cones have been measured. I t has been 
shown that these results can be correlated in terms of a variable 
of the type tha t was introduced by Kuiken, and an empirical 
equation in terms of this variable has been derived. 
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Transient versus Steady-State Nucleate Boiling 

F. L. OWENS, JR.1 and L. W. FLORSCHUETZ2 

A COMPARISON of transient and steady-state pool-boiling data 
using the same heating surface was recently reported by Veres 
and Florschuetz [ l ] . 3 They cited a number of investigations in 
which the transient calorimeter technique was used to construct 
characteristic boiling curves or portions of such curves. Their 
results provided direct experimental evidence that heat-transfer 
characteristics for transient film boiling, including the minimum 
film boiling point, for systems of sufficient thermal capacity can 
be considered quasi-steady. Thus, film-boiling curves con
structed from transient test data for such systems can be ex
pected to represent the correct steady-state boiling character
istics for the same or an identical system. However, their results 
for the nucleate-boiling region were not conclusive. The heating 
element for their tests was a 1-in-dia solid copper sphere. The 
sphere was inductively heated for the steady-state tests, but the 
induction field was not present during the transient cooling tests. 
I t seemed likely that the presence of the induction field was aug
menting the steady-state nucleate-boiling heat rates, so that 
with respect to nucleate boiling the system could not be con
sidered as being the same as for the transient tests. The purpose 
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of this note is to report subsequent results comparing steady-
state and transient nucleate pool-boiling data for the same heat
ing surface using direct electric-resistance heating for the steady-
state tests. 

The heating surface was the top of a solid cylindrical copper-
block, 2 in. in diameter by Vz hi- thick, press-fitted into a Teflon 
base. The heating element consisted of a coiled resistance wire 
impregnated in a silicone-rubber dielectric film bonded to the 
base of the copper block by the manufacturer of the element. 
The boiling vessel was a 12-in. length of 2-in-ID standard glass 
pipe clamped to the Teflon base. Two 30-gage copper-con-
stantan thermocouples, denoted TCI and TC2, were located 
along the disk centerline at points 1/i6 in. from the top and bot
tom surfaces of the copper block. They were inserted in 0.055-
in. holes drilled from the circumferential surface of the copper 
block with good thermal contact insured by aluminum powder 
tamped into the holes. The test fluid was Freon-113 at satura
tion conditions. All tests were conducted at atmospheric pres
sure levels. 

Transient and steady-state data for the heating surface as 
originally machined (surface 2A) are compared in Fig. 1. Sub
sequently, the surface was polished and another series of test 
runs was performed. The comparison for this surface, denoted 
as 2H, is presented in Fig. 2. Prior to each series of test runs, 
the vessel and heating surface were thoroughly rinsed with dis
tilled water and acetone. The fluid level was maintained at 6 in. 
above the heating surface. The system was degassed by pro
longed boiling. 

The steady-state heat fluxes were calculated from the mea
sured power input to the heating element. Losses were deter
mined to range from about 4-6 percent. Heat losses were esti
mated by measuring the steady-state power input to the element 
with the heating surface insulated. The losses were neglected 
in computing the steady-state heat fluxes plotted in Figs. 1 and 
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Now it can be deduced from Kuiken's [2] work that for a given 
Prandtl number the heat transfer rate from a cone will be given 
by an equation of the form 

Ni/Gz,0-26 = K[\ + / ( € ) ] (2) 

where i f is a constant and, for cones having a uniform surface 
temperature, e is given by 

(3) 
GL"-W tan (<£/2) 

The results for all the cones have therefore been replotted in 
the form N L / G J , 0 - 2 5 against e in Fig. 2. I t will be seen that the 
results are well correlated in this form and can be approximately 
represented by the following equation: 

Ni /Gi 0 - 2 6 = 0.63(1 + 0.72e) (4) 

Conclusions 

Mean free convective heat transfer rates from a series of com
paratively slender cones have been measured. I t has been 
shown that these results can be correlated in terms of a variable 
of the type tha t was introduced by Kuiken, and an empirical 
equation in terms of this variable has been derived. 
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A COMPARISON of transient and steady-state pool-boiling data 
using the same heating surface was recently reported by Veres 
and Florschuetz [ l ] . 3 They cited a number of investigations in 
which the transient calorimeter technique was used to construct 
characteristic boiling curves or portions of such curves. Their 
results provided direct experimental evidence that heat-transfer 
characteristics for transient film boiling, including the minimum 
film boiling point, for systems of sufficient thermal capacity can 
be considered quasi-steady. Thus, film-boiling curves con
structed from transient test data for such systems can be ex
pected to represent the correct steady-state boiling character
istics for the same or an identical system. However, their results 
for the nucleate-boiling region were not conclusive. The heating 
element for their tests was a 1-in-dia solid copper sphere. The 
sphere was inductively heated for the steady-state tests, but the 
induction field was not present during the transient cooling tests. 
I t seemed likely that the presence of the induction field was aug
menting the steady-state nucleate-boiling heat rates, so that 
with respect to nucleate boiling the system could not be con
sidered as being the same as for the transient tests. The purpose 
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of this note is to report subsequent results comparing steady-
state and transient nucleate pool-boiling data for the same heat
ing surface using direct electric-resistance heating for the steady-
state tests. 

The heating surface was the top of a solid cylindrical copper-
block, 2 in. in diameter by Vz hi- thick, press-fitted into a Teflon 
base. The heating element consisted of a coiled resistance wire 
impregnated in a silicone-rubber dielectric film bonded to the 
base of the copper block by the manufacturer of the element. 
The boiling vessel was a 12-in. length of 2-in-ID standard glass 
pipe clamped to the Teflon base. Two 30-gage copper-con-
stantan thermocouples, denoted TCI and TC2, were located 
along the disk centerline at points 1/i6 in. from the top and bot
tom surfaces of the copper block. They were inserted in 0.055-
in. holes drilled from the circumferential surface of the copper 
block with good thermal contact insured by aluminum powder 
tamped into the holes. The test fluid was Freon-113 at satura
tion conditions. All tests were conducted at atmospheric pres
sure levels. 

Transient and steady-state data for the heating surface as 
originally machined (surface 2A) are compared in Fig. 1. Sub
sequently, the surface was polished and another series of test 
runs was performed. The comparison for this surface, denoted 
as 2H, is presented in Fig. 2. Prior to each series of test runs, 
the vessel and heating surface were thoroughly rinsed with dis
tilled water and acetone. The fluid level was maintained at 6 in. 
above the heating surface. The system was degassed by pro
longed boiling. 

The steady-state heat fluxes were calculated from the mea
sured power input to the heating element. Losses were deter
mined to range from about 4-6 percent. Heat losses were esti
mated by measuring the steady-state power input to the element 
with the heating surface insulated. The losses were neglected 
in computing the steady-state heat fluxes plotted in Figs. 1 and 
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Fig. 1 Experimental data for surface 2A; transient runs 9 and 12, 
omitted for clarity, were similar to runs 8, 10, and 1 1 ; straight lines are 
least-squares fits 

2. Surface temperatures were determined by a linear extrapola
tion of the measured temperatures. Runs 131 and 20 were 
made using an increasing power-level sequence, followed by runs 
13D and 21, respectively, using a decreasing power-level se
quence. The reproducibility is satisfactory, although close 
examination of the da ta reveals a very slight hysteresis. 

All transient runs, except 22 and 23, were made by cutting 
power to the heating element after a relatively high nucleate-
boiling flux had been established and recording the transient 
temperature response of the copper block. Reduction of the 
data was based on the assumption that the copper block could 
be thermally lumped. Thus, the plotted data points actually 
represent q/A versus (T — Tsat), where q/A was computed from 

q/A = -
Mc„{T) dT 

A dt 
(1) 

Here q/A is heat flux, M is the mass of the Copper block, cp is its 
specific heat, A is the heat-transfer surface area, TMt is saturation 
temperature, and t is time. T was represented by either T C I 
or TC2 for a given test run as indicated in Figs. 1 and 2. The 
reduced data indicated that which of the two thermocouple 
responses was used to represent T was not of significance. This 
does not necessarily mean, however, tha t the lumped-system 
assumption, even in this case, is completely justified, as will be 
pointed out shortly. To check for the significance of heat inter
actions with the insulating material during the transient cooling 
runs, the time interval during which the initial rate of nucleate 
boiling was maintained just prior to cutting power was substan
tially reduced in some of the runs for each surface condition. 
Thus, less energy was stored in the insulation and a different 
initial temperature distribution existed in the insulation. This 
did not cause a significant effect, indicating that heat gain from 
the hot insulation during transient cooling of the copper block 
was negligible. Runs 22 and 23 were made with the system 
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Fig. 2 Experimental data for surface 2H; transient runs 16 and 18, 
omitted for clarity, were similar to runs 17, 22 , and 23; straight lines 
are least-squares fits 

initially operating in the stable film-boiling region. The results 
agree well with the data from the runs initiated in the nucleate-
boiling region. The data for several transient runs have been 
omitted from Figs. 1 and 2 to prevent overcrowding of data 
points. For surface 2A omitted data from runs 9 and 12 overlap 
the transient data tha t are presented. For surface 2H, omitted 
runs 16 and 18 overlap runs 17, 22, and 23. Run 19, for an un
explained reason, deviates somewhat more from the other 
transient runs for surface 2H than they deviate from each other, 
but has still been included in the analysis of the data. 

The straight lines in Figs. 1 and 2 represent least-squares fits 
to the data points.4 The heat fluxes for the transient tests fall 
somewhat below the steady-state fluxes for both surface condi
tions, particularly at the higher flux levels. Only part of the 
discrepancy can be attributed to the neglect of the losses for the 
steady-state tests. Since the characteristic time for the transient 
cooling process was clearly much larger than that associated 
with the bubble-growth-and-departure phenomena, better agree
ment might be expected. To assess in detail the importance of 
the lumped-system assumption used in reducing the transient 
test data, the following procedure was adopted. 

The nonsteady-heat-conduction equation applied to the copper 
block modeled as an infinite plane slab was solved numerically, 
using as a nonlinear boundary condition for the heating surface 
the least-squares fit to the steady-state data. The bottom sur
face was assumed perfectly insulated. The initial condition was 
a linear temperature distribution corresponding to the nucleate-
boiling flux which existed at the initiation of a transient cooling 
run. Nine nodal points spaced Vie in. apart were used for the 

4 The data, originally presented and analyzed in [2], have been 
re-analyzed to insure that all points used are well within the nucleate-
boiling region and that transient and steady-state data points used 
for comparison for a given surface fall in the same range of heat 
fluxes. The main conclusions, however, remain unchanged. 
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finite-difference calculation. Thus, two of the nodes corre
sponded with the thermocouple locations. The numerical solu
tion for T\{t), which corresponded with T C I , was then used in 
equation (1) to compute the heat flux. This heat flux was then 
plotted versus (Ti — Tsat)- The same procedure was repeated 
using the numerical solution for T*(t), which corresponded with 
TC2. Except for an initial transient the two plots coincided, 
corroborating the experimental result that data reduction based 
on either T C I or TC2 gave essentially the same results. How
ever, these curves did not coincide with the imposed boundary 
condition at the heating surface as they would if the lumped-
system, assumption were exact, but rather showed a discrepancy 
like that existing between the steady-state and transient data as 
compared in Figs. 1 and 2. Thus, the apparent discrepancy 
between steady-state and transient results in these figures is 
primarily due to the lumped-system assumption. Additionally 
allowing for the minor steady-state losses, the correct heat fluxes 

for the transient runs were within 8 percent of the steady-state 
fluxes for surface 2A and within 5 percent for surface 2H. For a 
given heat flux the AT"s differed by less than 2 percent. This 
is acceptable agreement for nucleate-boiling conditions. 

I t is reasonable to expect that transient nucleate-boiling phe
nomena occurring during the cooling of systems of sufficient 
thermal capacity can be assumed to be quasi-steady. The re
sults reported here provide experimental verification of this 
expectation. 
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The Effect of Thermal Conductivity and 
Base-Temperature Depression on Fin Effectiveness 

D. E. KLETT1 and J. W. McCULLOCH2 

Introduction 

EQUATIONS commonly presented in heat-transfer texts [1-3]3 

governing temperature distributions and heat fluxes for ex
tended surfaces (fins) are generally based upon the assumption 
of constant temperature at the base of the fin. The base tem
perature is taken to be that of the body to which the fin is at
tached. A study by Sparrow and Hennecke [4], however, indi
cates that the temperature at the base of a fin may be substan
tially reduced by the presence of the fin. In addition, little 
attention has been paid to the effects of employing fin materials 
differing from that of the parent body. This note examines the 
effect of fin conductivity on the base-temperature depression 
and fin effectiveness for two-dimensional rectangular fins. 

Analysis 

The investigation deals with two-dimensional rectangular 
fins of length L and width t as shown in Fig. 1. Properties per
taining to the body are denoted by the subscript I and those per
taining to the fin are denoted by the subscript I I . 

The steady-state temperature distribution in the body and fin 
is governed by Laplace's equation subject to convective boundary 
conditions on all exposed surfaces and a closure condition within 
the body far from the fin given by 

T — T 
-hi = h(T. - T„) 

x 
where x is the coordinate distance normal to the surface {x < 0 
for points in the body), h is the convective film coefficient, Ta is 
the ambient temperature, and Ts is the surface temperature in 
the absence of the fin. 

The condition to be satisfied at the interface between body and 
fin is 

fci 
bT 

bx 

bT 
= *n —— 

i ox 

Introducing the Biot number 
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Fig. 1 Geometry and nomenclature 
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results in the following set of dimensionless equations: 
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in the body far from the fin 

at the interface 

These equations were solved numerically for fin length-to-
width ratios of 2, 4, and 8 and fin-to-body thermal-conductivity 
ratios of 1, 4, 10, and 20. 

Calculations were continued into the body and above the fin 
for a distance of 22 fin widths. Results were also obtained ex
tending calculations 8 and 12 fin widths into the body. No 
significant differences were noted in the results for 12 and 22 fin 
widths. 
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finite-difference calculation. Thus, two of the nodes corre
sponded with the thermocouple locations. The numerical solu
tion for T\{t), which corresponded with T C I , was then used in 
equation (1) to compute the heat flux. This heat flux was then 
plotted versus (Ti — Tsat)- The same procedure was repeated 
using the numerical solution for T*(t), which corresponded with 
TC2. Except for an initial transient the two plots coincided, 
corroborating the experimental result that data reduction based 
on either T C I or TC2 gave essentially the same results. How
ever, these curves did not coincide with the imposed boundary 
condition at the heating surface as they would if the lumped-
system, assumption were exact, but rather showed a discrepancy 
like that existing between the steady-state and transient data as 
compared in Figs. 1 and 2. Thus, the apparent discrepancy 
between steady-state and transient results in these figures is 
primarily due to the lumped-system assumption. Additionally 
allowing for the minor steady-state losses, the correct heat fluxes 

for the transient runs were within 8 percent of the steady-state 
fluxes for surface 2A and within 5 percent for surface 2H. For a 
given heat flux the AT"s differed by less than 2 percent. This 
is acceptable agreement for nucleate-boiling conditions. 

I t is reasonable to expect that transient nucleate-boiling phe
nomena occurring during the cooling of systems of sufficient 
thermal capacity can be assumed to be quasi-steady. The re
sults reported here provide experimental verification of this 
expectation. 
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The Effect of Thermal Conductivity and 
Base-Temperature Depression on Fin Effectiveness 

D. E. KLETT1 and J. W. McCULLOCH2 

Introduction 

EQUATIONS commonly presented in heat-transfer texts [1-3]3 

governing temperature distributions and heat fluxes for ex
tended surfaces (fins) are generally based upon the assumption 
of constant temperature at the base of the fin. The base tem
perature is taken to be that of the body to which the fin is at
tached. A study by Sparrow and Hennecke [4], however, indi
cates that the temperature at the base of a fin may be substan
tially reduced by the presence of the fin. In addition, little 
attention has been paid to the effects of employing fin materials 
differing from that of the parent body. This note examines the 
effect of fin conductivity on the base-temperature depression 
and fin effectiveness for two-dimensional rectangular fins. 

Analysis 

The investigation deals with two-dimensional rectangular 
fins of length L and width t as shown in Fig. 1. Properties per
taining to the body are denoted by the subscript I and those per
taining to the fin are denoted by the subscript I I . 

The steady-state temperature distribution in the body and fin 
is governed by Laplace's equation subject to convective boundary 
conditions on all exposed surfaces and a closure condition within 
the body far from the fin given by 

T — T 
-hi = h(T. - T„) 

x 
where x is the coordinate distance normal to the surface {x < 0 
for points in the body), h is the convective film coefficient, Ta is 
the ambient temperature, and Ts is the surface temperature in 
the absence of the fin. 

The condition to be satisfied at the interface between body and 
fin is 

fci 
bT 

bx 

bT 
= *n —— 

i ox 

Introducing the Biot number 
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brief. 
Contributed by the Heat Transfer Division of T H E AMERICAN 

SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the 
Heat Transfer Division December 17, 1971. 

Fig. 1 Geometry and nomenclature 
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results in the following set of dimensionless equations: 
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These equations were solved numerically for fin length-to-
width ratios of 2, 4, and 8 and fin-to-body thermal-conductivity 
ratios of 1, 4, 10, and 20. 

Calculations were continued into the body and above the fin 
for a distance of 22 fin widths. Results were also obtained ex
tending calculations 8 and 12 fin widths into the body. No 
significant differences were noted in the results for 12 and 22 fin 
widths. 
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Fig . 2 Base-temperature depression versus conductivity 

D u r i n g ca lcu la t ions t h e B i o t n u m b e r was he ld c o n s t a n t for 

t h e b o d y a t the o p t i m u m v a l u e based o n m i n i m u m we igh t for 

m a x i m u m h e a t t r ans fe r for a given a spec t r a t io [3] 
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F i g u r e 2 p r e s e n t s fin base t e m p e r a t u r e s for v a r i o u s a spec t a n d 

t h e r m a l - c o n d u c t i v i t y r a t io s . Dimens ion less t e m p e r a t u r e a t t h e 

fin base is p l o t t e d ve r sus t r a n s v e r s e loca t ion for v a r i o u s con

d u c t i v i t y ra t ios . I t is e v i d e n t t h a t i nc reas ing t h e t h e r m a l 

c o n d u c t i v i t y of t h e fin decreases t h e t e m p e r a t u r e a t t h e base , 

as one wou ld expect . I t is also e v i d e n t f rom F ig . 2 t h a t i nc reas 

ing t h e l e n g t h - t o - w i d t h r a t io lessens t h e effect of t h e r m a l con

d u c t i v i t y . T h e effect of a t w e n t y f o l d inc rease in t h e t h e r m a l 

c o n d u c t i v i t y is r e d u c e d f rom 24 p e r c e n t for L/t — 2 t o 12 p e r c e n t 

for L/t = 8 based o n t h e cen te r l ine t e m p e r a t u r e a t t h e base . 

As L/t increases t h e base t e m p e r a t u r e a p p r o a c h e s t h e wal l t e m 

p e r a t u r e in t h e absence of t h e fin d u e t o t h e m a n n e r in w h i c h 

t h e B i o t n u m b e r s a re chosen. 

T h e effect of t h e r m a l c o n d u c t i v i t y on fin effectiveness is s h o w n 

in F ig . 3 . 4 I t is seen h e r e t h a t fin effectiveness increases r a p i d l y 

as c o n d u c t i v i t y increases u p t o a c o n d u c t i v i t y r a t i o of a b o u t 

10. Therea f t e r , u s ing h igher c o n d u c t i v i t y fins p r o d u c e s l i t t l e 

a d v a n t a g e , e i ther in fin effectiveness or in t h e lower ing of surface 

t e m p e r a t u r e s . 

T h e resu l t s i n d i c a t e t h a t t h e t e m p e r a t u r e depress ion a t t h e 

base of fins m a y b e s u b s t a n t i a l for s m a l l L/t r a t i o s a n d shou ld 

be g iven cons ide ra t ion in fin design. E m p l o y i n g fin m a t e r i a l s 

of t h e r m a l c o n d u c t i v i t y g rea t e r t h a n t h e p a r e n t b o d y can b e a n 

effective m e t h o d for i m p r o v i n g fin effectiveness whi le a t t h e 

s a m e t i m e increas ing t h e i m p o r t a n c e of g iv ing p r o p e r cons idera 

t ion t o b a s e - t e m p e r a t u r e depress ion . 

4 F in effectiveness is defined as the rat io of the heat transferred 
by the fin to the heat t h a t would be transferred from the fin base 
area of the body in the absence of the fin. 

> 7 t-o 
tu 6 u. u. 
w 5 
z 
"- 4 

3 

2 

/ 
/ 

/ 
' 
.. 

• " 

» • " • \-" 

- 4 

2 

0 Z 4 6 8 10 12 14 16 18 20 22 24 26 28 30 

Fig . 3 Fin effectiveness versus conductivity 
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P r a n d t l n u m b e r 

r a d i u s of c u r v a t u r e of a n a x i s y m m e t r i c b o d y 

suc t ion ve loc i ty a t t h e wall 

d i s t a n c e a long p l a t e f rom l ead ing edge 

• t h e r m a l diffusivi ty 

r a t e of m a s s flow of c o n d e n s a t e pe r u n i t b r e a d t h 
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'0.0001 
ab'(bx) 

Fig. 1 Variation of normalized Nusselt number and dimensionless film 
thickness with dimensionless position 

AT = difference between saturation temperature and wall 
temperature 

S = condensate film thickness 
p, = viscosity of condensate 

p!t pg = densities of liquid and saturated vapor, respectively 

LAMINAR FILM condensation on a vertical plate with a uniform 
suction velocity vw at the wall has been analyzed as a boundary-
layer problem both by Jain and Bankoff [ l ] 4 and by Yang [2]. 
Using their very complete numerical solutions to fix the limita
tions on our results, we shall obtain a simple closed solution for 
the problem using Nusselt's method [3] as adapted by Rohsenow 
[4]. We shall also show how it might be adapted to a large class 
of additional problems of condensation with suction. 

Neglecting inertia in the condensate flow leads to Nusselt's 
parabolic velocity profile regardless of whether any suction 
occurs. The condensate flow rate Te based on this profile is 

Tc = g(p, - P«,)P/SV3M (1) 

Since the temperature distribution can be assumed approxi
mately linear, the energy balance is 

hAT = 
kAT 

pfva(K + CpAT) + h,,' 
dx 

kAT 

5 
= PfVw(hf O.S2cpAT) + V 

dl\ 

dx 
(2) 

where hfg = hfg -f- 0.68 cpAT, the latent heat as corrected by 
Rohsenow for nonlinearity of the temperature profile. This 
correction should still be valid with suction as long as the velocity 
profile is not distorted. 

Substitution of equation (1) in equation (2) and rearrangement 
of the result gives 

(b5)srl(65) 
= (ab*)d(bx) 

1 - 65 

The two scale factors in this expression are 

_ P-kAT 

(3) 

SPfipf - pa)hfg' 
ft3, 

PjhfjX, f 
kAT L 

0.32-
. cpAT' 

h,' . 
f t - i (4) 

Integration of equation (3) with the boundary condition 
&{x = 0) = 0 gives 

(ab4x) + In (1 - 65) + b8 + (&5)2/2 + (65)73 = 0 (5) 

The limit of equation (5) as the suction parameter 6 approaches 
4 Numbers in brackets designate References at end of technical 

brief. 

zero is ax = 54/4, which is exactly the Nusselt-Rohsenow result 
for the no-suction case. 

Finally, the Nusselt number is given by 

Nu 
(k/S)x 1 (ab'x) 

k aV- (65) 
(6) 

For the no-suction limit this becomes the Nusselt-Rohsenow 
expression 

Nuo = x'^/iM)1'1 (7) 

Using Nu0 to normalize the Nusselt number for the suction case, 
we obtain 

Nu/Nuo = 
Kbx)}1/' 

65 
(6a) 

Equations (5) and (6a) are plotted in Fig. 1, and the ax = 5*/4 
asymptote is included for comparison with equation (5). 

Equation (5) shows that for x > 2/ab4, suction will cause the 
film to approach a terminal thickness. Thus 

lim 5 = 
1 

lim Nu = bx and lim h = kb (8) 

Equations (5)-(8) are based on the assumption of a nearly 
linear temperature profile as well as the neglect of inertia. The 
range of validity of these assumptions is set by comparing our 
results with [1] and [2]. If Pr is on the order of unity, our solu
tion is almost exact for cpAT/Prhj„ < 0.1. Since higher values of 
cpAT/Pvhfg lead to ripply films or turbulent flows at increasingly 
small x, neither the boundary-layer solution nor ours has much 
value beyond 0.1. Fig. 1 includes Jain and Bankoff's result for 
Pr = 1 and CpAT/Prhfg = 0.1. I t is everywhere within 4 percent 
of ours. 

For Pr <SC 1 our prediction is inaccurate, but the existing 
boundary-layer treatments are also unrealistic in this range owing 
to the dominant effects of interfacial resistance and unknown 
accomodation coefficients. For Pr > 1 the limiting value of 
CpAT/Prh/g is smaller but the limiting value of cpAT/h/g is 
largely compensated by the increased Pr. The leading edge is 
also excluded from the present analysis, but under the same 
general conditions that exclude it from the boundary-layer 
analysis. Thus the present simple analysis can replace the more 
complex boundary-layer treatments in almost all situations of 
practical importance. 

Finally, [1] provides an exact prediction of the limiting solu
tions for large x. For 5, Jain and Bankoff show 

exp(Svw/a) - 1 = cpAT/hfg(l + cpAT/hfg) (9) 

This reduces to within 4 percent of equation (8) for cpAT/h/g < 
0.1. 

The real potential advantage of combining suction with con
densation is to be found in the region of constant 5. Not only 
can turbulence and ripples be suppressed to improve heat transfer 
but the efficient laminar process can itself be vastly improved. 
In this range 

Nu 

Nuo 
==; \/2(abix)l/i ab*x > 2 (10) 

If, for example, steam at 1 atm is condensed under AT = 20 
deg F, then vw need only be 4 X 10~6 ft/sec to stabilize the film 
0.1 ft from the leading edge. Four feet from the leading edge the 
heat-transfer coefficient would be increased more than fourfold 
over the no-suction value. 

Recently we showed [5] how to adapt the Nusselt-Rohsenow 
solution to the general problem of condensation in an ^-dependent 
gravity field g(x) on axisymmetric bodies of radius R — R(x). 
That can also be done in the present situation; however, a closed 
solution is not obtainable. If we consider such variation and 
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allow vw to be an independently specifiable function of x as well, 
equation (2) then takes the form 

h,' d[2TrR(x)Tc] 
— = pM*)<-h.' + 0.32CjJAT) + — 1 * -
kAT 

5 

which reduces to 

d(gRds) 

3a(x)gR dx 

2irR(x) 

= (1 - b(x)d) 

dx 
(2a) 

(11) 

The numerical solution of equation (11) subject to the condi
tion S(a; = 0) = 0 will give 5(x) for any arbitrary specification of 
g(x), R{x), and vw{x). Substitution of the result into Nil = 
x/S will give Nu subject to roughly the same limitations that 
apply to equations (5)-(8). 

Conclusions 
1 Prior boundary-layer solutions for condensation with suc

tion can be replaced with a simple Nusselt-Rohsenow calculation 
in almost all cases of practical importance. The results of this 

calculation are given for the flat plate in Fig. 1. 
2 Cases of suction with arbitrarily specified vw(x), g(x), and/or 

axisymmetry can readily be calculated using equation (11). 
3 Suction shows great promise for condensation on flat plates 

with ab4x > 2. In this case h c^ kb. 

References 
1 Jain, K. C , and Bankoff, S. G., "Laminar Film Condensation 

on a Porous Vertical Wall With Uniform Suction Velocity," JOURNAL 
OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 86, No. 4, Nov. 
1964, pp. 481-489. 

2 Yang, J. W., "Effect of Uniform Suction on Laminar Film 
Condensation on a Porous Vertical Wall," JOURNAL OF HEAT TRANS-
WB, TRANS. ASME, Series C, Vol. 92, No. 2, May 1970, pp. 252-256. 

3 Nusselt, W., "Die Oberflaehenkondensation des Wasser-
dampfes," Z. Ver. Deutsch. Ing., Vol. 60, 1916, pp. 541-546, 569-575. 

4 Rohsenow, W. M., "Heat Transfer and Temperature Distribu
tion in Laminar-Film Condensation," TRANS. ASME, Vol. 78, 1956, 
pp.1645-1648. 

5 Dhir, V. K., and Lienhard, J. H., "Laminar Film Condensa
tion on Plane and Axisymmetric Bodies in Nonuniform Gravity," 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 93, No. 
I .Feb. 1971, pp. 97-100. 

336 / A U G U S T 19 7 2 Transactions of the ASME 
Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


